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Abstract

The present study deals with recent numerical results from on-going research conducted at ONERA/DMAE regarding the prediction
of transonic flows, for which shock wave/boundary layer interaction is important. When this interaction is strong enough (M P 1.3),
shock induced oscillations (SIO) appear at the suction side of the airfoil and lead to the formation of unsteady separated areas. The main
issue is then to perform unsteady computations applying appropriate turbulence modelling and relevant boundary conditions with
respect to the test case.

Computations were performed with the ONERA elsA software and the URANS-type approach, closure relationships being achieved
from transport-equation models. Applications are provided for the OAT15A airfoil data base, well documented for unsteady CFD val-
idation (mean and r.m.s. pressure, phase-averaged LDA data, . . .).

In this paper, the capabilities of turbulence models are evaluated with two 2D URANS strategies, under free-stream or confined con-
ditions. The latter takes into account the adaptive upper and lower wind-tunnel walls. A complete 3D URANS simulation was then per-
formed to demonstrate the real impact of all lateral wind-tunnel walls on such a flow.
� 2006 Elsevier Inc. All rights reserved.
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1. Introduction

The present study is devoted to the prediction of shock
induced oscillations (SIO) over a two-dimensional (2D)
rigid airfoil by resolving the unsteady Reynolds-averaged
Navier–Stokes (URANS) equations.

For transonic aircraft wing applications, such oscilla-
tions are mainly caused by shock wave/boundary layer
interaction, which is closely linked to large separated
regions. The response of the wing structure to these aerody-
namic instabilities (buffet) corresponds to the well-known
buffeting phenomenon. These aerodynamic excitations are
mainly attributed to pressure fluctuations growing in gen-
erated separated areas (e.g. shock footprint, trailing edge,
. . .). Several studies were devoted to the understanding as
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well as the control of SIO (Ekaterinaris and Menter,
1994; Gillan et al., 1997; Lee, 2001; Caruana et al., 2003).
Although buffeting is not dangerous or destructive for civil
aircraft, it mainly affects the aircraft manoeuvrability and
consequently the flight envelop. Thus, flow instabilities
need to be clearly identified. The present numerical study
deals only with aerodynamic issues, even though fluid–
structure coupling should be addressed when considering
real three-dimensional aircraft wings.

The periodic motion of the shock occurred at a single
low frequency (dimensionless frequency �1) depending
mainly on the airfoil and test section geometries. The tur-
bulence induced next to the wall and in the separated
regions is governed by a wide range of high frequencies.
The frequency gap between the turbulence and the buf-
fet allows to use the URANS-type approach, the mean flow
being resolved from the unsteady RANS solution and the
turbulence being modelled.
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Experiments were recently conducted in the transonic
wind-tunnel of the ONERA Centre of Chalais Meudon
aiming to generate a consistent data base for unsteady
CFD validation.

The objectives of the present numerical investigation
have been (i) to determine the ability of turbulence models
to reproduce unsteady separated flows and (ii) to run com-
putations under conditions as close as possible to the test
case, by taking into account the wind-tunnel walls.

2. Test case – OAT15A airfoil

Experiments were rather recently performed in the tran-
sonic S3 wind-tunnel of ONERA Centre of Chalais Meu-
don in the framework of SIO scrutinization (Jacquin
et al., 2005). A 2D airfoil (OAT15A cross-section, chord
length c = 230 mm, relative thickness t/c = 12.5%, blunt
trailing edge e/c = 0.5%) was mounted in the test section
(0.8 · 0.76 m2). The experimental set-up was defined with
the aim of providing a two-dimensional flow to the best
possible degree compared to previous experiments con-
ducted with such an airfoil in other wind tunnels (Caruana
et al., 2003); the aspect ratio of 3.5 was chosen to minimize
the 3D effects without fully avoiding them, yet. The upper
and lower wind-tunnel walls are adaptive, i.e. flexible
instead of being slotted. From the measured wall pressure
distributions, the resolution of the linearized Euler equa-
tions outside of the test section allows to determine the
shape of the walls so that they correspond to flow stream-
lines. Next, the displacement induced by the presence of the
boundary layers is taken into account to adapt the shape of
the upper and lower wind-tunnel walls. It has to be pointed
out that this technique only allows to adapt the walls to the
time-averaged flow.

Tests were carried out at the following aerodynamic
conditions: Reynolds number based on the chord length
Rec = 3 · 106, free-stream Mach number M1 = 0.73, stag-
nation temperature Ti1 = 300 K and angles of attack (a)
varying from 1.36� to 3.9�. The transition was tripped at
x/c = 7% on both sides of the airfoil using a carborun-
dum band (average height 0.095 mm). The experimental
buffet onset appeared at a = 3.25�, and the greatest collec-
tion of unsteady data was obtained at 3.5�, where the
shock moved over about 0.2c at a dimensionless fre-
quency of 0.066. Several types of measurements are
available for CFD validation purpose: Schlieren type
visualisations, time-averaged (static pressure taps and
Reynolds-averaged LDA), fluctuating (Kulite transducers)
and phase-averaged data (LDA measurements coupled
with a conditional analysis).

3. Numerical tools

3.1. Solver and numerical methods

Computations were performed with the ONERA elsA
software, solving the three-dimensional compressible
Reynolds-averaged Navier–Stokes equations for multi-
block structured grids, using finite-volume method with
cell-centred discretization (Cambier and Gazaix, 2002).
The fluxes are computed with two second-order-accurate
schemes; the Jameson scheme is used for the mean flow
fluxes computation with artificial dissipation terms while
the Roe scheme is applied to the turbulent transport equa-
tions with an anisotropic correction.

The implicit time integration is performed with the
dual-time stepping method which combines (i) a physical
time-step, linked to the frequency range of the phenome-
non under investigation and (ii) a fictitious dual-time-step,
related to a steady process to increase convergence between
each physical time-step. The implicit stage is provided by
an approached linearization method with a LU factoriza-
tion associated with a relaxation technique.

Several tests were performed to ensure that the time con-
sistency was reached such that 300 physical time-steps per
cycle were imposed to capture unsteadiness (Thiery, 2005).
About 10 cycles were necessary to obtain self-sustained SIO
while five extra cycles were used to control the periodicity.

3.2. Turbulence modelling

The turbulence closure relies upon the Boussinesq
assumption; the eddy viscosity lt is then expressed using
the turbulent scales (length and velocity) obtained by solv-
ing transport equations. Following on previous validations
carried out for separated flows (Furlano et al., 2001; Cous-
tols et al., 2003), four models were chosen:

• The one-equation transport model from Spalart and
Allmaras (1994), referred to as [SA]. The model was
built up empirically to reproduce flows of increasing
complexity.

• The two-equation transport model k–x/k–e from Menter
(1994) in the BaSeLine version, referred to as [BSL].
Menter retained the reliable form while eliminated the
free-stream dependency of the k–x type models.

• The two-equation transport model k–x/k–e from Men-
ter (1994) with the shear-stress transport correction,
referred to as [SST]. The model is derived from the
[BSL] model. The correction applied on the definition
of lt is based on the Bradshaw’s assumption that the
principal shear-stress is proportional to the turbulent
kinetic energy. Improvements would be brought for
adverse pressure gradients boundary layers.

• The two-equation transport model k–kL from Daris and
Bézard (2002), referred to as [KKL]. The model is based
on a generic form of the transport equations for the tur-
bulent scales and the constants of the model are analyt-
ically derived to respect some basic physical features,
following Catris and Aupoix (2000), opposite to existing
models.

The [SA] and [SST] models have been recommended by
NASA Langley for evaluating transonic flows over differ-
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ent test cases (Marvin and Huang, 1996), while the [KKL]
model has been rather recently developed at ONERA and
successfully applied for adverse pressure gradients bound-
ary layers and dynamic stall (Bézard and Daris, 2005).
The [BSL] model will provide a reference for the evaluation
of the [SST] model.

3.3. Two 2D approaches and one 3D approach

3.3.1. Computational conditions

Earlier studies from Furlano et al. (2001) and Garbaruk
et al. (2003) demonstrated the importance of taking into
account the wind-tunnel walls for transonic flows. The
OAT15A aspect ratio being relatively high, only the upper
and lower walls were first considered in a 2D approach
(Thiery and Coustols, 2005b).

Two different approaches have been then applied for 2D
unsteady computations:

• The ‘‘standard’’ approach, referred to as the ‘‘2D inf.’’
approach, whose numerical domain extends over 50c

to reproduce free-stream conditions. The mesh is com-
posed of about 75,000 grid points, the first cell height
yþ

1stcell
being about 0.2 (Fig. 1a).

• The ‘‘new’’ approach, referred to as the ‘‘2D conf.’’
approach, where the upper and lower wind-tunnel walls
are taken into account, treated as viscous walls
ðyþ

1stcell
� 0:4Þ. The mesh extent was adjusted to repro-
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Fig. 1. Sketch of computational domain around the OAT15A
duce the measured boundary layer thickness at the
entrance of the test section. The mesh extended then
from 6.5c upstream to 4.5c downstream of the airfoil
and is composed of about 110,000 grid points (Fig. 1b).

Secondly, in order to perform unsteady computations
closer to testing conditions, all wind-tunnel walls were con-
sidered within a 3D approach. The computational domain
was generated from the ‘‘2D conf.’’ mesh, some grid points
being saved in the middle of the test section. The span-wise
characteristics were deduced from previous studies (Fur-
lano et al., 2001) and validated with a steady mesh conver-
gence (Thiery, 2005). A half wind-tunnel was discretized
with about 4,000,000 grid points, the side-wall being trea-
ted as viscous ðzþ

1stcell
� 1Þ.

3.3.2. Aerodynamic conditions

Weak inviscid/viscous coupling computations (ISES-
DRELA code) performed at a steady state (a = 2.5�) con-
cluded that corrections on M1 and a were not necessary
for undertaking Navier–Stokes computations under free-
stream conditions. The result was assumed to be true for
higher a and the boundary conditions for the ‘‘2D inf.’’
approach were directly deduced from experimental values
of a, Mach and Reynolds numbers.

For the confined 2D and 3D meshes, the experimental
total quantities were imposed at the entrance section, while
the static pressure was fixed at the exit section to respect
5 100

1pt / 2

1pt / 2

4

airfoil (a: ‘‘2D inf.’’ approach, b: ‘‘2D conf.’’ approach).
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Fig. 2. Time-averaged pressure distributions on the upper and lower
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the experimental Mach number. These conditions were val-
idated with time-averaged pressure on the upper and lower
walls, illustrated with the [SST] model (Fig. 2).

The evolution along the test section is well reproduced
with the ‘‘3D conf.’’ approach, while a discrepancy is
observed with the ‘‘2D conf.’’ approach near the entrance
section. For the latter, a compromise has to be found since
the computation tends to simulate a 3D mass flow with a
2D-type numerical domain.

4. 2D unsteady results

4.1. Lift evolution versus time

The first step in the turbulence model validation was to
check the appearance of self-sustained oscillations: lift evo-
lution versus time is presented in Fig. 3 for the four above-
cited models and the two 2D numerical approaches.

Results with the ‘‘2D inf.’’ approach (Fig. 3a) highlight
a steady behaviour for the [BSL] and [SA] models while the
[KKL] and [SST] models develop lift oscillations. Steady
solution recorded with the [SA] model under free-stream
conditions is not consistent with previous studies on SIO
or separated flows (Coustols et al., 2003). Investigations
on the grid refinement, the mesh topology or the over-
thickening of the boundary layer at the tripping location
were carried out with that model but did not bring any
improvement. Only an increase of more than one degree
of incidence allowed to develop SIO with the ‘‘2D inf.’’
approach (Thiery and Coustols, 2005a).

By taking into account the upper and lower wind-tun-
nel walls (Fig. 3b), the [SA] model can develop unsteadi-
ness while the state of the computed flow is unchanged
with the [BSL], [KKL] and [SST] models. The lift oscilla-
tion amplitudes of the [KKL] (respectively [SST]) model
are increased by a factor of 2 (respectively 2.5) compared
to results for the ‘‘2D inf.’’ approach. However, the
time-averaged lift coefficient is constant whatever the
approach.

For a given approach, either ‘‘2D inf.’’ or ‘‘2D conf.’’,
comparisons between turbulence models demonstrate large
discrepancies on the time-averaged lift coefficient; this is
closely linked to the difficulty to correctly predict the shock
location since the pressure gradient is nearly null upstream
of the shock. For the ‘‘2D inf.’’ approach (Fig. 3a), the lift
amplitude of the [KKL] model is two times larger than the
[SST] model one, while accounting for the test section walls
widely reduces the gap between the two models. For the
‘‘2D conf.’’ approach (Fig. 3b), the [KKL] and [SST] mod-
els predict oscillations about two times larger than those of
the [SA] model. The SST correction brings strong improve-
ment to the [BSL] model behaviour, allowing to compute
unsteady flow, whatever the approach.

Lastly, the dimensionless computed SIO frequency is
slightly dependent upon the turbulence model (�0.068–
0.075, for 71–78 Hz). When the wind-tunnel walls are mod-
elled, a decrease of 3 Hz is observed whatever the model,
predictions being closer to the experimental value (0.066).
These results demonstrate that the frequency is not a selec-
tive parameter for turbulence models validation; it is con-
sistent with the buffet modelling proposed by Lee (2001)
who argued that the frequency is mainly governed by the
airfoil and test section geometries.

The fact that a constant static pressure is prescribed at
the exit section, imposing then perturbations to be damped,
raises the question of the dependency of the SIO frequency
upon the domain extent. That point was addressed in Thi-
ery and Coustols, 2005c by generating a new grid, the exit
section being shifted from 4.5 to 8.5c downwards: unsteady
results with the [SA] model were unchanged.

4.2. Pressure distributions

4.2.1. Time-averaged pressure distributions

The time-averaged pressure distributions help to evalu-
ate turbulence models on the prediction of time-averaged
load (Fig. 4a and b).

The experimental distribution is quite usual for such an
airfoil. The suction side is composed of three main parts,
the supersonic plateau (0.05 6 x/c 6 0.35), the spread com-
pression due to the unsteady shock wave (0.35 6 x/c 6
0.55) and the recompression zone (x/c P 0.55). The pres-
sure side is characterised by the rear load caused by the
specific airfoil curvature.

The pressure side and the supersonic plateau are quite
well predicted whatever the model or the approach. For
the ‘‘2D conf.’’ approach, it confirms that the aerodynamic
conditions for the airfoil were well adjusted and the adap-
tation of the wind-tunnel walls was well managed for the
time-averaged flow.

Main discrepancies are observed on the location of the
shock wave and on the width of its effect on pressure distri-
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Fig. 3. Lift evolution versus time (a: ‘‘2D inf.’’ approach, b: ‘‘2D conf.’’ approach) OAT15A airfoil – M1 = 0.73, Rec = 3 · 106, a = 3.5�.
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bution. These predictions depend on the unsteady content
of the numerical solution and they will be then commented
with r.m.s. pressure distributions.

The recompression is quite badly reproduced under free-
stream conditions while all turbulence models fit the exper-
imental evolution in the rear part with the confined
approach.

4.2.2. Unsteady r.m.s. pressure distributions

The unsteady r.m.s. pressure distributions along the air-
foil are discussed to evaluate the levels of unsteadiness pro-
vided by the computations and to compare them to the
measured ones (Fig. 5a and b). Typically, three main levels
can be distinguished; (i) small levels (�0.02q0) on the pres-
sure side and on the first 30% of the suction side, (ii) med-
ium levels (�0.1q0) in the unsteady separated area
downstream the shock (x/c P 0.6) and, (iii) large levels
(�0.3q0) in the vicinity of the shock location (0.4 6
x/c 6 0.6).

Considering the ‘‘2D inf.’’ approach (Fig. 5a) and apply-
ing the [SST] model, numerical values are in very good
agreement with the experimental ones though the levels
are slightly under-estimated all over the airfoil. The loca-
tion of the time-averaged shock, which corresponds
approximately to the maximum of fluctuations, is rather
well predicted. The [KKL] model predictions demonstrate
stronger fluctuations and a wider range of SIO than the
[SST] model do. Moreover, the maximum of fluctuation
is 0.08c downstream of the experimental one.

Concerning the ‘‘2D conf.’’ approach (Fig. 5b), fluctua-
tions increase for the [SST] and [KKL] models as pointed
out with the time-evolution of the lift coefficient. The
results are degraded especially on the pressure side and
upstream of the shock. The [SA] model is in better
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agreement with the experiments but the location of the
time-averaged shock is 0.08c downstream of the experi-
mental one. Lastly, the predictions of all models gather
for 0.6 6 x/c 6 1 and reproduce quite well the experimental
evolution, particularly the fluctuation increase next to the
trailing edge. This result might indicate that the unsteady
separated area is mainly governed by the shock instability,
enhanced by the modelling of the wind-tunnel walls.

The time-averaged pressure distributions on the upper
and lower wind-tunnel walls are not really affected by tur-
bulence modelling. For the r.m.s. pressure distributions
(Fig. 6), the results obtained with the three turbulence mod-
els have quite similar evolutions along the upper and lower
wind-tunnel walls, levels being ordered in the same way as
on the airfoil (Fig. 5a and b). In the upstream part of the test
section (l/c 6 � 2, where l denotes the longitudinal abscissa
in the wind tunnel frame), fluctuations are nearly constant
(�0.02q0) and equivalent to the levels computed on the pres-
sure side of the airfoil. Next to the airfoil location (0 6
l/c 6 1), the r.m.s. pressure distributions reach a maximum
equal to about 15% of the maximum of fluctuations reached
on the airfoil. For l/c P 1, the levels decrease to zero since
the boundary condition at the exit section imposes a con-
stant static pressure. Then, the fluctuations on the upper
and lower wind-tunnel walls exist and are not negligible
with respect to the airfoil ones. Indeed, the adaptation of
the walls was managed for the time-averaged flow.
4.3. Phase-averaged boundary layer profiles

The SIO period was discretized in 20 phases and for five
of them, the numerical unsteady profiles are compared to
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the experimental ones (Fig. 7). The velocity profiles were
extracted downstream of the shock (x/c = 0.6) where the
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boundary layer is periodically attached (seven phases from
4T to 11T/20) and partially separated (eleven phases from
12T to 3T/20).

For the ‘‘2D inf.’’ approach (Fig. 7a), the experimental
time-evolution of the boundary layer profile is well repro-
duced when applying the [SST] model. Nonetheless, the
intensity of the back-flow seems to be under-estimated.
The [KKL] model prediction is not far from experiments
but demonstrates a delay to develop the separated area,
which can induce a large error on the boundary layer thick-
ness (e.g. about 35% at phase 13T/20). The problem might
be linked to the poor prediction of the shock location
(maximum of computed fluctuations located 0.08c down-
stream of the experimental one).

The impact of the upper and lower wind-tunnel walls on
the boundary layer profiles is very important for the predic-
tions provided by the [SST] and [KKL] models (Fig. 7b).
At phase 1T/20, the computed boundary layers are com-
pletely attached while the measured one is separated. At
phase 17T/20, the thickness of the separated region is
widely over-estimated (�30%). The [SA] model result pro-
vides the best prediction using the ‘‘2D conf.’’ approach,
with a delay to develop the separated region at phase
13T/20, yet.
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These results are really encouraging since all models are
based on the Boussinesq hypothesis (local closure), which
does not figure on enough ‘‘history’’ effect and does not
correctly simulate the momentum transfer in the separated
areas. That might be another evidence that the separation
downstream of the shock is mainly governed by the shock
instability, and not by the turbulence modelling.

4.4. Concluding remarks on ‘‘2D conf.’’ approach

The modelling of the upper and lower wind-tunnel walls
increase the unsteady content of the 2D numerical solution.
Indeed, the walls have a time-averaged deformation,
impose the instantaneous flow streamlines to be constant
in their vicinity and generate a blocking effect on the
unsteady flow.

Moreover, the wind-tunnel side walls complete the
experimental confinement and one can wonder their influ-
ence on the unsteadiness measured in the centreline. The
side walls are then modelled within a 3D computation to
evaluate their role on the SIO development.

5. 3D unsteady results

In this section, the effect of the wind-tunnel side walls
will be addressed using only the [SST] model which pro-
vided satisfactory unsteady solutions with respect to the
two 2D approaches.

5.1. Lift evolution and pressure distribution

First, the time-evolution of the lift coefficient is provided
in the box at the top-left in Fig. 8, with a comparison to the
two 2D approaches. The 3D lift amplitude is quite similar
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to the one computed with the ‘‘2D inf.’’ approach, the ‘‘2D
conf.’’ oscillation being three times larger.

Along the airfoil, the r.m.s. pressure distributions com-
puted with the ‘‘3D conf.’’ approach at the wind-tunnel
centreline are in agreement with the experimental levels
on the pressure side and the first 30% of suction side
(Fig. 8). However, the SIO extent and r.m.s. maximum
are slightly under-estimated, as well as the fluctuations in
separated zone (x/c P 0.6).

The 3D unsteady content is similar to the one obtained
with the ‘‘2D inf.’’ approach. The fluctuation increase
induced by the 2D blocking effect is then totally balanced
by the decrease generated by the modelling of the wind-
tunnel side-wall. The same trend was observed on a swept
wing (OAT15A airfoil cross-section) by Brunet (2005); the
computation being performed with lateral walls, but with-
out upper and lower walls.

The r.m.s. pressure distributions along the upper and
lower walls of the test section are weaker than when running
the 2D confined approach. The level is then similar to that
recorded on the pressure side of the airfoil (Thiery, 2005).

5.2. Phase-averaged boundary layer profiles

Phase-averaged boundary profiles are provided in
Fig. 9. The 3D simulation estimates rather well the shear
layer for phases 5T/20 and 9T/20. The back-flow is
under-estimated at the following instants in the SIO period.
For phase 1T/20, the boundary layer reattachment is
advanced with respect to the experimental time-evolution.

The ‘‘3D conf.’’ approach prediction is again close to the
‘‘2D inf.’’ one but some discrepancies appear, mainly
noticeable as phase-lags (5T/20, 13T/20 and 1T/20). The
2D results under free-stream conditions are in better agree-
ment with experimental values than the 3D ones. Nonethe-
less, the comparison might be skewed by the turbulent
relationship, which is a first-order closure and can induce
some phase-lags on shear stresses for quick alteration of
the velocity gradients.

5.3. 3D flow topology evolution versus time

Instantaneous friction-lines and pressure coefficient are
represented on the airfoil suction side and the wind-tunnel
side-wall (Fig. 10). The 3D flow topology is composed of
typical flow patterns: the dividing line at the shock foot-
print, the shock induced separation and some complex
windings, associated to the corner separation and gener-
ated by the interaction between the airfoil and the side-
wall.

At the phase 1T/20, the shock wave is located at its more
upstream position and induces a separation at its footprint.
The flow topology next to the centreline is nearly 2D but is
quite complex in the vicinity of the side-wall. When the
shock moves downwards, the windings in the corner sepa-
ration are ejected in the wake so that the flow pattern is
simpler.
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Fig. 10. 3D friction-lines and pressure coefficient for five phases in the SIO period sliced into 20 phases obtained with the [SST] model and the ‘‘3D conf.’’
approach – OAT15A airfoil – M1 = 0.73, Rec = 3 · 106, a = 3.5�.

M. Thiery, E. Coustols / Int. J. Heat and Fluid Flow 27 (2006) 661–670 669
At the phase 9T/20, the shock wave is close to its more
downstream location and the windings in the vicinity of the
side-wall are more complex and extended. That trend is
reinforced when the shock moves upwards and a mid-span
roll is generated.

The flow in the vicinity of the wind-tunnel centreline is
then disturbed for the extreme shock locations (1T/20
and 10T/20) but remains 2D for others instants in the
SIO period.

6. Concluding remarks

Presented results dealt with unsteady computations of
shock induced oscillations (SIO). A turbulence model vali-
dation has been performed and applied to the 2D rigid
OAT15A airfoil test case with two 2D approaches: (i) the
‘‘2D inf.’’ approach under free-stream conditions and (ii)
the ‘‘2D conf.’’ approach in which the upper and lower
walls were taken into account.

Four turbulence models were evaluated: the [SA], [BSL],
[SST] and [KKL] models. Unsteady results obtained with
the [SST] and [KKL] models with the ‘‘2D inf.’’ approach
highlighted their ability to easily develop separated areas
while the [SA] model needed to be triggered by the model-
ling of the upper and lower walls of the test section to
predict SIO. The wind-tunnel walls modelling had no effect
on the steady results obtained with the [BSL] model,
though the [SST] and [KKL] predictions were completely



670 M. Thiery, E. Coustols / Int. J. Heat and Fluid Flow 27 (2006) 661–670
destabilized and moved away from experiments. The SST
correction improved the behaviour of the [BSL] model with
respect to the prediction of the separated regions. For 2D
simulation, it looked like the best agreement with the
experimental observations was obtained with the [SST]
model.

Moreover, the [SST] model was the only one to develop
unsteadiness with the ‘‘3D conf.’’ approach, resolving
remarkably well the blocking effect generated by the corner
separation.

The fluctuations in the separation downstream of the
shock seemed to be mainly governed by the shock instabil-
ity, not by the turbulence modelling. The latter allowed
unsteadiness to develop and influenced the amplitude of
the shock motion. The frequency appeared to be mainly
linked to the inviscid flow.

The major influence of the modelling of the upper and
lower wind-tunnel walls was to increase the fluctuation lev-
els along the airfoil. Nonetheless, this effect was completely
balanced when taking into account the side walls. The pres-
sure fluctuations on the upper and lower walls of the wind-
tunnel are thus small with respect to the total dynamic
pressure (�2%). Therefore, the modelling of wind-tunnel
walls should not be necessary to objectively evaluate the
capabilities of turbulence models to capture SIO on our
selected test case.
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