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Velocity, Vorti5. Velocity, Vorticity, and Mach Number

The objective of this chapter is to provide
a comprehensive statement of the experimen-
tal methods that can be used to transduce the
velocity and its companion quantity: vorticity
(∇ ×u). Velocity measurements can be under-
stood to represent spatially integrated and
pointwise values. Thermal transient anemome-
try (Sect. 5.6) and sonic anemometers (Sect. 5.7)
represent the former. Pressure-based velocity
measurements (Sect. 5.1), thermal anemome-
try (Sect. 5.2), and particle-based techniques
(Sect. 5.3) represent the latter. In addition, par-
ticle image velocimetry (PIV, Sect. 5.3.2), planar
Doppler velocimetry (Sect. 5.3.3), and molecular
tagging velocimetry (Sect. 5.4) also provide spa-
tial distributions of the pointwise measurements
for the instant at which the image is formed.
The vorticity measurements rely on some form
of the above pointwise measurements. A gen-
eral overview of optical methods is presented in
Sect. 5.5.1.
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216 Part B Measurement of Primary Quantities

5.1 Pressure-Based Velocity Measurements

Measurement of dynamic head, in conjunction with use
of the Bernoulli equation, is perhaps the most commonly
used means of determining fluid velocity in a steady,
mid-to-high velocity flow. The fabrication of suitable
pressure probes is simple and inexpensive, the trans-
ducer range may be selected to suit the flow under
consideration and a differential measurement of total
and static head is sufficient for incompressible flows,
in which the density is known. It is, however, an intru-
sive technique, and one which requires some subtlety
for accurate results over a range of flow types and
Reynolds numbers using finite-sized probes. With cor-
rect use and under appropriate corrections high-accuracy
velocity measurements may be obtained.

Governing Equations
The technique rests on the general (5.1), known as
the Bernoulli equation, which is valid along a single
streamline in steady, inviscid flows where the continuum
approximation holds.

dp

ρ
+U dU = 0 . (5.1)

Here U is the local mean magnitude of the velocity along
the streamline, ρ is the local fluid density and p is the
local pressure. Equation (5.1) may be integrated along
the streamline to give the general form for compressible
flow of an ideal gas:

p0

p
=
(

1+ γ −1

2
M2
) γ

γ−1

, (5.2)

where p0 would be the pressure in the fluid after an
isentropic, adiabatic deceleration along the streamline
to a zero-velocity condition. This quantity is commonly
called the stagnation or total pressure despite its non-
scalar nature (a dependence on coordinate system) and
consequently the true (scalar) pressure p is often referred
to as the static pressure.

The pressure–density relation

1

2
ρU2 = 1

2
γM2 p (5.3)

has been utilized in writing (5.2), where the Mach num-
ber M = U/a, the speed of sound is a = √

γ p/ρ, and γ
is the ratio of specific heats. For small Mach numbers,
binomial expansion gives

p0 − p = 1

2
ρU2

(
1+ M2

4
+ (2−γ )M4

24
+ . . .

)

(5.4)

and the familiar incompressible (M = 0) form

p0 − p = 1

2
ρU2 , (5.5)

where 1/2ρU2 is termed the dynamic head or dynamic
pressure. Thus, for incompressible flow, measurements
of density, and total and static pressures can be used to
obtain the local velocity.

Note that truncation of the binomial expansion of
(5.2) causes an error in the determination of dynamic
head of 0.2% for M ≤ 0.09 if only the first term of the
expansion is retained (i. e., the incompressible Bernoulli
equation), for M ≤ 0.55 if two terms are used and
through M = 1 for three or more terms (assuming zero
measurement error).

In compressible flow, the continuum approximation
may be violated if the ratio of the molecular mean free
path λ to the characteristic flow dimension (here the
diameter of the probe d), i. e., the Knudsen number
Kn = λ/d, is sufficiently large that boundary interac-
tions instead of inter-molecular collisions determine
relaxation times. Using the Chapman–Enskog solution
of the Boltzmann equations to obtain the viscosity, the
conditions under which the continuum approximation
holds (Kn < 0.01) can be written in terms of the Mach
number and Reynolds number based on d as

Kn = λ

d
=
(πγ

2

)1/2 M

Red
� 1 . (5.6)

Only continuum flow in an ideal fluid will be considered
here. For a detailed discussion of pressure-based velocity
measurement in non-continuum gases, see Chue [5.1,
Sect. 1.8].

In the case of a continuum supersonic freestream,
a probe of finite size will cause the formation of a de-
tached shock (Fig. 5.1d), hence a total pressure probe
will measure the reduced stagnation pressure p02 in
the decelerated subsonic flow of region 2. Because of
the non-isentropic nature of the compression through
the shock wave, the Bernoulli equation cannot be used.
The freestream Mach number M∞ can be found by
means of the Rayleigh supersonic pitot formula and
a measurement of the freestream static pressure p∞:

p∞
p02

=
[

2γM2∞ − (γ −1)

γ +1

]1(γ−1)

×

[
γ +1

2
M2∞

]−γ/(γ−1)

. (5.7)
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Velocity, Vorticity, and Mach Number 5.1 Pressure-Based Velocity Measurements 217

If the upstream reservoir pressure is known and the flow
is isentropic up to the shock, normal shock relations give

p0∞
p02

=
[

2γM2∞ − (γ −1)

γ +1

]1/(γ−1)

×

[
2+ (γ −1)M2∞

(γ +1)M2∞

]γ/(γ−1)

, (5.8)

or, of course, for downstream pressure measurements
(5.2) may be used. If required, U∞ can be determined
from (5.3). Thus both the freestream Mach number
and velocity can be obtained more easily from sepa-
rate measurements of the stagnation pressure p02 and
freestream static pressure than from a difference meas-
urement of dynamic head in compressible flow.

Measurement Techniques
The measurement technique selected will depend on the
flow under consideration, and potentially the ability to
physically place an apparatus into the flow. In confined
flows or flows with large velocity gradients (such as
wall-bounded flows) where probe size may be limited
by spatial resolution concerns, and where the variation
of pressure with distance from the wall is known or neg-
ligible, a Pitot (impact) tube may be used with a static
pressure tapping at the wall, or a static pressure tube.
(Measurements of static pressure have been addressed in
Chap. 4 Pressure of Measurement Systems, and it will be
assumed that all static pressure measurements have been
acquired and corrected using the techniques described
therein.) In free flow, a Pitot-static tube may be used to
obtain reasonably closely collocated measurements of
static and total pressures, with the limitation that these
probes are relatively large and thus may present blockage
issues. Larger, multihole probes may be used to deter-
mine both the magnitude and direction of the velocity
vector.

For all methods of determining the velocity, meas-
urement errors will be introduced unless:

• measuring devices are small enough that there is
negligible disturbance to the incoming flow because
of the presence of the device and any associated
support or traversing mechanism (i. e., blockage and
interference are negligible, all measurement devices
are small),• the devices are correctly aligned to the flow velocity
vector within the range of yaw acceptance (note that
this condition may be violated in a highly turbulent
flow),

• the stagnation pressure device is small enough that
the assumption of deceleration of a single streamline
holds (approximately),• the stagnation pressure device Reynolds number is
sufficiently large that the assumption of isentropic,
inviscid streamline deceleration is valid,• the dimensions of the device are negligible compared
to the incoming flow lengthscales, i. e., the pressure
can be considered approximately uniform across the
measurement face,• measurements are averaged over a sampling time
selected to be long enough to give convergence of
the reading to the true velocity, having accounted
for the response of the probe (where, in general, the
smaller the orifice, the longer the response time),• the flow is free of particulates, condensation, etc.,
which could adversely affect the device readings.

Well-designed measurement devices will minimize the
effects of violating these conditions.

In addition, the accuracy of the measurements will
depend on the accuracy of the transducer. The sensitivity
of the velocity to errors in the differential measure-
ment of stagnation and static pressures for compressible
and incompressible flows are given in (5.9) and (5.10),
respectively:

dU

U
= 1

γM2∞
pdp0 − p0 dp

p0 p
, (5.9)

dU

U
= 1

2

d(p0 − p)

p0 − p
. (5.10)

Devices to measure the (static) pressure have been
considered in Chap. 4: static pressure wall tappings
(Sect. 4.1) and static pressure tubes (Sect. 4.2). That
chapter also addresses suitable hardware for determin-
ing velocity from pressure measurements in Sect. 4.3.
Here the use of Pitot/impact tubes is described for the
measurement of total pressure in Sect. 5.1.1, and in con-
junction with a separate static pressure device to obtain
the dynamic head in Sect. 5.1.2, while Sect. 5.1.3 cov-
ers combined probes such as the Pitot-static tube for the
local measurement of dynamic pressure, and Sect. 5.1.4
introduces multihole probes from which both the veloc-
ity direction and magnitude may be determined. Some
fundamental ideas will carry over from Chap. 4 and be-
tween sections, especially the correction methods for
measurements of steady pressure. It has been noted in
Chap. 4 that there is subtlety in the order of application
of the various corrections to measured data, and this
must be emphasized when the velocity is to be deter-
mined from the dynamic head, the difference between
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218 Part B Measurement of Primary Quantities

two measured quantities, p0 and p, that may not be
the true values in the flow. In situ calibration may be
required to maximize probe accuracy. The reader is re-
ferred to Bryer and Pankhurst [5.2] and Chue [5.1] for
further details on most sections.

The convention of aligning x with the mean velocity
direction and y with the direction of traverse of the probe
(i. e., parallel to the probe support axis, Fig. 5.1) will
be adopted. Reynolds decomposition will be used to
write ux = U +u′, uy = V +v′ and uz = W +w′, where
U , V , and W are the mean (time-averaged) component
velocities and a prime denotes a fluctuating velocity.

5.1.1 Measurement of Total
Pressure Head with Pitot Tubes

Consider the probes of Fig. 5.1a–c for the measurement
of total pressure p0 commonly deemed Pitot probes
after Henri de Pitot [5.3] (see also Sect. 5.1.3 for de-
tails of other total pressure devices). In what follows,
it will be assumed that the only errors are introduced
into measurement of p0, i. e., p and ρ are measured
accurately. In general, the results will hold for both
impact-type and Pitot-static probes (Sect. 5.1.4), with
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Fig. 5.1a–d Probes for the measurement of total head: (a) blunt-nosed cylindrical Pitot probe; (b) flattened Pitot probe;
(c) Kiel probe; and from shock relationships: (d) Pitot probe in supersonic flow with known freestream static pressure p∞
or reservoir pressure p0∞

the flow around the latter more severely disturbed due to
the larger thickness (a higher ratio of inner to outer diam-
eter, θ = din/d) required to accommodate both static and
stagnation pressure connections (Fig. 5.7c).

For a Pitot probe of a particular geometry, dimen-
sional analysis shows that, given a completely accurate
measurement of static pressure, the dynamic pressure
measured by a transducer attached to the probe p0m − p,
will be related to the true velocity as a function of the
following variables

Cp = p0m − p
1
2ρU2

= f

(
φ̃,Red, M,

u′2

U2 ,
v′2

U2 ,
w′2

U2 , α,
y

d

)
, (5.11)

where φ̃ is some measure of the incoming flow angle
relative to the yaw sensitivity of the probe, Red is the
local probe Reynolds number, M is the incoming Mach
number, α relates the lengthscale of incoming shear to
the probe diameter, y/d considers proximity to a sur-
face and the components of relative turbulent intensity
are given by u′2/U2, etc.; the effect of turbulence scale
relative to the probe can be considered in the yaw behav-
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Velocity, Vorticity, and Mach Number 5.1 Pressure-Based Velocity Measurements 219

ior. If Cp = 1 then the true total pressure is measured by
the probe (and Bernoulli’s equation holds uncorrected),
but in general the magnitude of each of the parameters
and their influence on the velocity determined from the
measurements must be assessed.

Probe Selection and the Effect of Geometry
The finite size of practical Pitot probes violates the con-
ditions of strict applicability of the Bernoulli equation.
Rather than measuring the total pressure due to the stag-
nation of a single streamline, the probe will measure
a uniform pressure imposed by the flow pattern at its
nose. Depending on the probe Reynolds number (see
the section on this topic below), a stagnation streamsur-
face will form inside or in front of the probe and the
resulting flow pattern will determine the measured total
head. If the probe is not fully aligned with the incoming
flow, a further complexity to this tip flow is introduced
and must be accounted for.

Spatial averaging in inhomogeneous flows may
be limited by by using small-diameter probes to ap-
proximate the single-streamline condition, and the
disturbance of the incoming streamlines due to the pres-
ence of the probe may be reduced through appropriate
design of the probe and its mounting/traversing mech-
anism. However the dimensions of the probe may be
limited by structural constraints and the poor temporal
response of small-orifice designs. Blockage considera-
tions may further constrain the dimensions of the probe,
such that d/D must be small (Sect. 5.1.2).

The probe tip geometry will influence the flow in the
region of the stagnation point and hence also impact on
the measurement error. Standard probe designs include
a cylindrical square-ended design (Fig. 5.1a) and a flat-
tened cylinder (appropriate for measurement close to
a surface) (Fig. 5.1b). For multiple simultaneous meas-
urements rakes of probes may be used (although note
that care must be taken to avoid mutual interference,
especially in supersonic flow).

The effect of the ratio of inner to outer probe diam-
eters θ will be detailed later, however historically θ = 0.6
has been used by many investigators and thus many of
the Pitot corrections have been formulated for this type
of probe.

Directional Sensitivity
A Pitot probe may experience an incoming flow that
is not parallel to its centerline either through physical
misalignment to the predominant flow direction (which
may be eliminated by careful experimental setup) or be-
cause of large variations in the angle of a turbulent or

unsteady flow. The directional sensitivity of the probe
will depend on the tip shape, probe diameter ratio θ,
and the Mach and Reynolds numbers, and may be dif-
ferent in the yaw (z) and pitch (y) directions because
of the presence of the probe support, Fig. 5.1 (note
also that flattened probes are particularly sensitive to
pitch because of their geometry). The zero-yaw condi-
tion corresponds to the maximum pressure reading (of
interest when the direction of the flow is also to be de-
termined, Sect. 5.1.3) and for commonly used designs
Cp ≈ 1 for a wide angular range, such that exact align-
ment with the flow direction is not critical to accurate
measurements.

For simple square-ended probes, Liepmann and
Roshko [5.4] suggest that an accuracy of ≈ 1% of dy-
namic head (Cp ≥ 0.99) may be obtained for yaw angles
up to ±20◦, decreasing with decreasing relative orifice
size din/d and increasing rounding of the nose. Bryer
and Pankhurst [5.2,5] note that the acceptable yaw angle
also increases slightly with increasing Mach number.

Chue [5.1] has summarized the yaw characteristics
of several commonly used nose shapes (shown here in
Fig. 5.2). The Kiel probe (Fig. 5.1c) gives the best yaw
response by a factor of approximately two.
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Fig. 5.2a–d Yaw sensitivity of commonly used Pitot probe tip de-
signs: (a) square-ended Pitot probe with θ = 0.6; (b) round-nosed
Pitot/Pitot-static probe with θ = 0.3; (c) Pitot probe with tapered
tip, suitable for supersonic measurements; (d) Kiel probe (after
Chue [5.1])
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220 Part B Measurement of Primary Quantities

Probe Reynolds Number: The Effect of Viscosity
For real, viscous fluids, the assumption of inviscid (isen-
tropic) flow on which the Bernoulli equation relies
must be revisited. When the probe Reynolds num-
ber Red = dUlocal/ν is low (where U is the local
flow velocity and ν is the kinematic viscosity), in
particular, viscosity may affect the flow around the
probe tip such that measured total pressure p0m dif-
fers significantly from the true impact pressure since
the stagnation streamsurface may extend forward of
the probe tip. This is commonly corrected by means
of a calibration process, since there is not a sim-
ple extension of the Bernoulli equation to a viscous
fluid.

Early measurements were taken with the round,
square-ended design of Fig. 5.1a by Barker [5.8], Hurd
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Fig. 5.3a,b Viscous correction for: (a) cylindrical probes: A. Sherman [5.6], B. Hurd et al. [5.7], C. MacMillan, D.
Barker [5.8] (after MacMillan [5.9]); (b) flattened, boundary-layer-type probes (after MacMillan [5.10])

et al. [5.7] and MacMillan [5.9]. For incompressible
flow and Red → 0 the effect of viscosity is to increase
the measured impact pressure (and hence also meas-
ured velocity) above the true value, i. e., Cp > 1. There
is some discussion in the literature of whether or not
Cp ever falls below zero in the mid-Reynolds number
range [5.7] or whether this is an artefact of experimen-
tal method [5.9]. The exact form of Cp appears to be
sensitive to the mode of calibration, the condition of
the probe tip (square ends reduce Cp relative to spher-
ical/hemispherical tip values) and the ratio of inner to
outer probe diameter (large θ reduces Cp).

Chue suggested that din is the more-appropriate
dimension to use at low probe Reynolds number,
Redin < 10, and under this scaling it appears that there
is reasonably good collapse for most probe tip de-
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Velocity, Vorticity, and Mach Number 5.1 Pressure-Based Velocity Measurements 221

signs to the low-Reynolds-number numerical results of
Lester [5.11]. For vanishingly small Reynolds number,
inertial effects are negligible and the pressure distribu-
tion becomes independent of density, Cp = A/Red.

Figure 5.3a shows the variation of Cp calibrations
with Redin for cylindrical probes and square [5.6] and
round [5.7–9] noses.

With reasonable accuracy, the effect of viscosity at
low probe Reynolds number may be represented by

Cp = 4.14

Redin

Redin < 1 Hurd et al. [5.7]

= 1+ 2.5

Re1.25
din

1 < Redin < 10 Lester [5.11] ,

(5.12)

where the results of Hurd et al. [5.7] have been reformu-
lated in terms of the inner probe diameter and a curve
fit to Lester’s [5.11] data has been suggested. For higher
Reynolds numbers,

Cp = Red

1.07Red −7.4
12 < Red < 60

Mikhailova and
Repik [5.12, 13]

= 1+ 10

Re1.5
d

Red > 30

Zagarola [5.14]

= 1±2% Red > 600
Chue [5.1] . (5.13)

For a hemispherical nose design, Merriam and
Spaulding [5.15] have shown that the diameter ra-
tio does not affect Cp for 0.2 < θ < 0.74. The results
of Sherman [5.6] for a round-nosed probe at low
Reynolds number are shown as curve A in Fig. 5.3a.
For Red > 20 they agree well with the theoretical so-
lution of Homann [5.16] for the stagnation region of
a sphere:

Cp = 1+ 6

Red +0.455
√

Red
. (5.14)

The effect of viscosity is perhaps more often impor-
tant for square-ended flattened probes (Fig. 5.1b) since
this kind of probe is often used close to surfaces where
the velocity may be low. Common probe dimensions lie
in the region of 0.3 < h/H < 0.6 and 3 < W/H < 11.
The results of MacMillan [5.10], shown here in Fig. 5.3b,
reveal that a single Cp versus Redin curve is appropriate
for aspect ratio W/H ≥ 7. Cp falls below unity for in-
creasing non-axisymmetry. However note that h/H was
varied for these experiments so the effect of θ has not

been taken into account. Mikhailova and Repik [5.13]
attempted to relate the calibration curves for flattened
probes to those for circular probes by defining a complex
equivalent diameter with a theta-dependent coefficient
(not given here).

For compressible flow, a calibration coefficient for
the total pressure alone Cµ may be defined

Cµ = p0m − p0
1
2ρU2

= Cp − p0 − p
1
2ρU2

. (5.15)

In subsonic compressible flow the effect of com-
pressibility should be to decrease the calibration
coefficient below its incompressible value, as a super-
position of viscous and compressibility effects [from
(5.4)]. However, the available subsonic data of Sher-
man [5.6] show negligible effect of compressibility,
thus the incompressible form, Cµ = Cp −1, assessed at
the appropriate Reynolds number, should be applied to
subsonic, compressible flow measurements [5.1].

For supersonic flow, the calibration coefficient is
more appropriately written in terms of the (subsonic)
flow conditions downstream of the probe-induced bow
shock (Fig. 5.1d):

Cµ = p02m − p02
1
2ρU2

2

(5.16)

and evaluated as for subsonic flow. (If there is strong
shear then the bow shock may no longer be normal to the
stagnation streamline and the pressure measured by the
probe can no longer be simply expressed.) An estimate
of the velocity behind the shock U2 for the Reynolds
number at which the correction must be evaluated can
be obtained using the Rayleigh supersonic Pitot formula
[(5.7) with the measured stagnation pressure p02m] for
M∞ and the normal shock relation of (5.17) for the Mach
number behind the shock

M2 =
(

1+ γ−1
2 M2∞

γM2∞ − γ−1
2

) 1
2

. (5.17)

The velocity follows after a temperature measurement:

U2 = M2
√
γ RT02√
T02
T2

= M2
√
γ RT02(

1+ γ−1
2 M2

2

) 1
2

. (5.18)

Note that, for an adiabatic flow, T02 = T01 so that the
freestream temperature measurements may be used.

Direct experimental calibrations of p02m/p02 ver-
sus Red in general retain the influence of Mach number
and/or probe shape. Chue [5.1] has proposed the ap-
proximate curve of Fig. 5.4 for hemispherical, flat, and
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222 Part B Measurement of Primary Quantities

internally chamfered probes, noting that the Mach num-
ber does not seem to influence the calibration within
the scatter of the available data. For Red∞ > 200 the ef-
fect of viscosity is small. Note, however, that Red∞ is
the freestream Reynolds number, which will not cap-
ture the subtleties of the flow downstream of the shock
wave. This calibration should be treated as approximate.
A somewhat improved collapse may be obtained by
using p02m/p02 versus Red2

√
ρ2/ρ∞, where Reynolds

number Red2 is assessed downstream of the shock, as
the abscissa [5.17].

Effect of Turbulence
In a turbulent flow, the impact pressure at a point in the
flow includes a contribution from the turbulent fluctu-
ating velocity that increases the reading above its true
value in the following way [5.18]:

p0m = p+ 1

2
ρ
(

U2 +u′2 +v′2 +w′2
)
, (5.19)

where the overbar denotes a time average and quasi-
steady flow is assumed. Although the detailed nature of
the turbulence and the size of the characteristic scale
relative to the probe diameter probably influences the
measured stagnation pressure to some degree, Chris-
tiansen and Bradshaw [5.19] suggest that (5.19) is
appropriate and Tavoularis and Szymczak [5.20] demon-
strated negligible effect of characteristic scale (at least
for low turbulence intensity)

√
u′2

U
< 10% .
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Fig. 5.4 Variation of the ratio of the measured to the true
stagnation pressure downstream of the probe-induced shock
versus the upstream Reynolds number (after Chue [5.1])

However for large-scale fluctuations and coherent struc-
tures, the instantaneous yaw angle must be considered
in the response. Zagarola [5.14] included the response
of the probe to normal fluctuations, i. e., the directional
sensitivity, through the constant Kt, which was proposed
to have a value Kt ≈ 0.3 by Ozarapoglu [5.21].

p0m − p = 1

2
ρU2

m

= 1

2
ρ
(
U2 +u′2)+ 1

2
ρ(1− Kt)

(
v′2 +w′2) .

(5.20)

For v′2, w′2 � u′2, (5.20) can be simplified to give

U =
√

U2
m −u′2 (5.21)

or (for low turbulence intensity u′2/U2
m)

U −Um

Um
= − u2

2U2
m
. (5.22)

For example, Dickinson [5.22] proposed that this form
is suitable for y+ = yuτ/ν > 50 in turbulent pipe flow.

Thus, correction for the effect of turbulence requires
either simultaneous measurement of the fluctuating
velocity, e.g., by hot-wire anemometry (which most
probably negates the need for pressure-based velocity
diagnostics), or the use of a known or empirical form of
the distribution of u′2, v′2, and w′2.

Special attention should be paid to whether or not
other corrections applied to the measurements implicitly
include the effect of turbulence, and the magnitude of
the turbulence correction relative to other corrections re-
quired. In a pipe with diameter D, McKeon et al. [5.23]
found that, for Pitot probes with d/D = 0.002–0.014
and high Reynolds numbers (d+ < 2500), the turbu-
lence correction was an order of magnitude smaller
than other corrections and could be neglected, how-
ever Monty [5.24] found that this was not the case for
Pitot-static tubes with d/D = 0.015 at lower Reynolds
numbers.

Effect of Shear
If a Pitot probe is to be used in a free shear flow, two
additional effects on the impact pressure must be con-
sidered: the nonlinear effect of spatial integration of the
inhomogeneous flow field across the probe face and dis-
placement of the stagnation streamline induced by the
finite size of the probe. Both are consequences of the
violation of the single-streamline assumption and both
lead to an indicated velocity that is higher than the true
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value corresponding to the location of the centerline
of the probe (i. e., an apparent deflection of incoming
streamlines towards the region of lower velocity). The
magnitude of this effect can be assessed either in terms
of an implied error in probe position ∆y = y − ycl, the
offset of the probe centerline relative to the position
of the streamline under measurement, or as the differ-
ence between measured and true velocity, ∆U , at ycl,
where

∆U

U(ycl)
= U(ycl +∆y)−U(ycl)

U(ycl)

= 2α
∆y

d
−β

(∆y)2

d2 + . . . (5.23)

The shear parameters α and β are given by

α = d

2U(ycl)

dU

dy

∣∣∣∣
cl
, (5.24)

β = −1

2

d2

U(ycl)

d2U

dy2

∣∣∣∣
cl
, (5.25)

and the subscript ‘cl’ implies that the variables are
assessed on the probe centerline. In boundary-layer
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Fig. 5.5a,b The variation of shear parameters (a) α (5.24) and (b) β (5.25) in pipe flow. Open symbols: ReD = 75 × 103

and closed symbols ReD = 4 × 106 (after McKeon [5.25])

flows both α and β takes their maximum values near
the wall and are necessarily zero in the freestream,
and α = 0 on the centerline of a pipe. Figure 5.5a,b
shows the variation of α and β, respectively, for
a cylindrical probe of 0.3 mm diameter in pipe flow
at ReD = U D/ν = 75 × 103 and 4 × 106, where U is the
bulk velocity [5.25].

Integration of a linear velocity profile across a circu-
lar probe yields the following expression for the apparent
offset of the probe centerline due to spatial integration,
∆yint:

∆yint

din
= 1

2α

⎛
⎝
√

1+ α2

4
−1

⎞
⎠ . (5.26)

Thus for a probe with θ = 0.6, this offset can be
seen to have a maximum value of ∆yint/d = 0.035 when
α = 1, falling with decreasing α. This effect is usually
small compared to the other shear-induced corrections,
and hence is often neglected.

In addition, account must be made for a displacement
of the effective stagnation streamline in the direction
of the region of lower velocity due to the presence of
a finite-sized probe in a shear flow. In practice, account
is taken of this effect by applying a displacment cor-
rection to the probe position ∆y/d, which is intuitively
a function of the local shear α. Theoretical approaches
that consider a sphere in potential flow due to Hall [5.26]
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and Lighthill [5.27] give expressions of the form

∆y

d
= A1 tanh(A2α) = C1α−C2α

3 + O(α5) .

(5.27)

However early experimental work [5.28, 30–32] led to
the conclusion that a constant displacement correction,

∆y

d
= εd (5.28)

was appropriate, with εd = 0.08–0.18 for cylindrical
probes (apparently independent of θ, Redin , and the ve-
locity gradient). The effect of θ can be taken into account
using the expression of Young and Maas [5.31]):

∆y

d
= 0.131+0.082θ . (5.29)

More recently, Tavoularis and Szymczak [5.20] pro-
posed εd = 0.16 for θ = 0.6 and α ≥ 0.03, based on
experiments covering 0.002 ≤ α ≤ 0.14. These authors
noted that, as α → 0, so does the error in Um, even
though the positional error remains constant. For rect-
angular probes, Quarmby and Das [5.29] suggest
εd = ∆y/H = 0.19, in qualitative agreement with early
work by Young and Maas [5.31].

However the most commonly used version of this
correction is due to MacMillan [5.28], who investigated
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Fig. 5.6 The variation of different suggestions for the dis-
placement correction with shear parameter α. Solid line:
Princeton displacement correction [5.23]; dot-dash line:
MacMillan correction [5.28]; symbols: Lighthill (poten-
tial theory) [5.27]; long dashes: correction for rectangular
probes (Quarmby and Das [5.29]); and short dashes:
lower limit of constant corrections εd in the literature
(0.08 ≤ εd ≤ 0.18 for cylindrical probes)

the effect of shear on cylindrical probes with θ = 0.6 in
the pipe Reynolds number range ReD = (20–100) × 103

and found

εd = 0.15 . (5.30)

In many situations (or at least over the range of shear
parameter in which Pitot probes are commonly used)
this correction is sufficient and simple to apply.

Intuition, however, suggests that the full correction
must be a function of α [5.1,23,33], such that it tends to
zero in uniform flow (consider the problem that arises on
a pipe centerline with a constant εd). McKeon et al. [5.23]
proposed the following, empirical form (the Princeton
displacement correction):

∆y

dp
= 0.15 tanh

(
4
√
α
)
. (5.31)

Equation (5.31) takes a similar form to the potential flow
theory of (5.27) and has been demonstrated to provide
the best collapse between data taken with probes of dif-
ferent diameter (in pipe flow), and for larger values of
α than the MacMillan correction. As such it is recom-
mended that this correction be used if high measurement
accuracy is required.

A comparison of the different displacement correc-
tions for cylindrical and square Pitot probes is given
in Fig. 5.6. It should be noted that the accuracy of the
corrected data depends critically on the error in probe
location and the practical difficulty of separating out
shear and turbulence effects in experiment. In addi-
tion, a correction for wall proximity must be applied
for y/d < 2.

Effect of Wall Proximity
When a Pitot probe is used near a solid boundary an
additional correction is required. Consider a probe rest-
ing on a wall in uniform flow: the resultant streamline
deflection is in the opposite sense to that due to shear,
i. e., towards the region of higher velocity. The cumula-
tive effect for a probe in proximity to a wall in shear
flow such that d/D � 1, then, is a reduction in the
velocity-gradient-induced displacement correction.

MacMillan [5.28] suggested that measurements can
be corrected for the proximity of the wall by applica-
tion of the following (Reynolds-number-independent)
adjustment to the velocity:

∆U

U
= 0.015 exp

[
−3.5

( y

d
−0.5

)]
, (5.32)

which should be used in addition to the displacement
correction (5.30) for y/d < 2. Although the MacMil-
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lan corrections take the simplest form of the available
formulations, they have been shown to overcorrect data
taken in high-Reynolds-number pipe flow [5.23]. For
flattened probes, the results of Quarmby and Das [5.29]
indicate that (5.32) may be used with reasonable confi-
dence when the largest probe dimension, i. e., the probe
width H , is used instead of the circular probe diameter
(although note that these authors found some Reynolds
number dependence of the correction).

The experiments of McKeon et al. demonstrated
that data within one probe diameter of the wall could
not be used with the same confidence as further away
from the wall. They proposed the Princeton wall cor-
rection for the effect of both shear and wall proximity in
the near-wall region, based on the Preston probe pres-
sure data of [5.34]. Assuming that a probe resting on
the wall reads the true pressure at a distance from the
wall of

y

d
= 1

2
+ δw

d
, (5.33)
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Fig. 5.7a–c Determination of the velocity from measurements of the dynamic head: (a) Pitot (impact) tube and static
pressure wall tapping; (b) Pitot probe and static tube; (c) Pitot-static probe

δw is the required wall correction, which will depend
on probe Reynolds number. The correction is best given
by

δw

d
= 0.150 for d+ < 8

= 0.120 for 8 < d+ < 110

= 0.085 for 110 < d+ < 1600 , (5.34)

and should be applied for 1 < y/d < 2 only. Further
from the wall the free shear displacement correc-
tion of (5.31) should be used. When tested on
pipe flow data taken with probes with four differ-
ent diameters, excellent collapse was demonstrated for
10 < d+ < 4000.

Note that nearer the wall, y/d ≤ 1, neither wall cor-
rection gives appropriate collapse of data from different
diameter probes. In this region the accuracy of meas-
urements made using Pitot probes degrades significantly
and errors in probe position become critically important.
This is especially unfortunate since near-wall measure-
ments are often used to determine wall shear stress or
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slope of the mean velocity profile (Fig. 5.9). Experi-
mentalists should be aware of the limitations of this
measurement technique in the very near-wall region,
particularly at high Reynolds numbers where the probe
diameter becomes large relative to the viscous scale.

5.1.2 Dynamic Head
from Separate Measurements
of Total and Static Pressures

Separate measurements of total and static pressures
from a Pitot probe (above) and either a wall tapping
or static tube (Chap. 4) can be used to determine the
Mach number or velocity from the Bernoulli equation
[(5.2) and (5.5), respectively]. These configurations are
shown in Fig. 5.7a,b using a single transducer to obtain
the dynamic head. It has been noted above that, while
a differential measurement to give the dynamic pressure
is most suitable for incompressible flow, it is the ratio
p0/p that is required to obtain the Mach number (in
which case the total and static pressure measurements
must separated).

Additional corrections may need to be made when
separate measuring devices are used for the total and
static pressures.
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Fig. 5.8 Effect of blockage due to the probe support strut on the
measurement of the static pressure by a tapping in a pipe wall. The
worst case for the strut (under full extension to the pipe centreline)
in relative mean velocity error (1/B)∆U/U , where B = 2d/(πD), is
given in terms of the streamwise and azimuthal separation of strut.
(After Hubbard [5.35])

The probe body and strut and the static pressure
device must be selected and located such that there
is negligible interference effect between them. Hub-
bard [5.35] considered the blockage effects of the
strut on a wall pressure tapping in a pipe with diam-
eter D = 300 mm. The relative mean velocity error
(1/B)∆U/U , where B = 2d/(πD), for the strut alone
(under full extension to the pipe centerline) in terms of
streamwise and azimuthal separation of strut and tapping
is replicated here in Fig. 5.8. This represents the worst-
case error since the blocking mass will be a maximum on
the centerline for a retracting strut. Note that the sign of
the induced error depends on the streamwise separation
of the tapping from the probe strut and that, in prac-
tice, the measured pressure is often obtained by T-ing
together two or more tappings offset in the spanwise di-
rection from the impact tube streamwise measurement
location.

The decrease in measured static pressure caused by
the blockage because of the probe body must also be
taken into account, varying from zero when the probe tip
is far downstream of the location of static pressure meas-
urement to a value that can be calculated from the Venturi
effect when it is several diameters upstream [5.35].

In general, measurements with the Pitot tube in prox-
imity to the wall require special attention, as indicated
at the end of the previous section. The dramatic effect
of the wall tapping correction together with the Pitot
displacement and wall corrections on a high-Reynolds-
number pipe mean velocity profile [5.25] is shown in
Fig. 5.9, where y+ = yuτ/ν and U+ = U/uτ, and it has
been shown [5.23] that there is a change to the inferred
value of the von Kármán constant κ in the logarithmic
law of the wall in pipe flow of the order of 5% compared
to the analysis with no corrections.

5.1.3 Direct Measurement
of Dynamic Head (Combined
Pitot-Static and Other Probes)

Combined dynamic pressure probes may be used to ob-
tain the flow velocity in situations where the complexity
or size of separate measuring devices is undesirable.
For unconfined flows, the Pitot-static probe of Fig. 5.7c
is commonly used, utilizing coaxial tubing to combine
a Pitot probe inside a static tube. Well-designed Pitot-
static probes may be used to obtain accuracies of the
order of 0.1% of dynamic head [5.36] or down to the
limit of transducer sensitivity [5.2].

In general, the errors that arise when using these
probes are a simple combination of the effects described
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Fig. 5.9 Mean velocity profiles from McKeon [5.25] at
ReD = 10 × 106 under the MacMillan [5.28] displacement
correction. Shaw [5.37] static pressure correction (squares).
McKeon and Smits [5.38] static pressure correction (tri-
angles), with MacMillan wall term (circles). Log laws
with U+ = 1/κy+ + B and κ = 0.421 (dashed line) and
κ = 0.390 (dot-dashed line)

for the separate measurement of total and static pres-
sure above and in Chap. 4. Due to the complexity of
design these probes tend to have a larger diameter than
equivalent Pitot probes and a lower ratio of inner to
outer diameter θ. Consequently, use near walls is not
recommended due to a large wall-proximity effect, and
care must be taken in flows with large velocity gradients
(shear). The influence of viscosity on the dynamic pres-
sure through the measurement of total head is as detailed
in Sect. 5.1.1, but the impact of turbulence will depend
on the correlation between the total and static pressure
fluctuations.

The effect of yaw is shown in Fig. 5.10, which
gives the percentage error in measured dynamic head,
100C pm, where C pm = (p0m − pm)/(1/2ρU2), due to
errors in the measured total and static heads with yaw
angle for a standard Pitot-static probe. It should be noted
that the zero-yaw case no longer corresponds to the high-
est recorded velocity since there is a balance between
the competing effects on the total and static pressures.
The effects of pitch and yaw have been shown to be the
same within approximately ±1% [5.2].

Chebbi and Tavoularis [5.39] have demonstrated that
a severe reduction in Reynolds number (in this case over
four orders of magnitude to a low Reynolds number

Red = 0.14) also dramatically increases the yaw sen-
sitivity of a Pitot-static probe with a rounded tip and
θ = 0.28, reducing the range of negligible error by an
order of magnitude. In general, it is unlikely that the
Reynolds number effect is important, since Red = 0.14
lies well outside the normal Reynolds number range in
which Pitot probes are used.

The tip and stem influence the measured dynamic
head through the static pressure as detailed in Sect. 4.2.2
and shown in Fig. 4.8. In the Prandtl probe design, a can-
cellation of the errors occurs through the location of the
static pressure holes; tip-to-static-hole and static-hole-
to-stem separations of 6d and 8d, respectively, are used
in a standard modified Prandtl design.

Other types of combined probe include the com-
pact, cantilever-type Pitot cylinder, wedges, and cones.
In the former, cylindrical design, coaxial tubes are used
in conjunction with static and total tappings located at
the same lengthwise distance along the cylinder, but
separated circumferentially (and the outer cylinder is
sealed with a rounded tip). The probe is inserted trans-
verse to the incoming flow and rotated such that the
total pressure tapping is aligned with the incoming flow.
The relationship between the angular location of the
static pressure tappings and local static pressure is de-
termined by calibration since the flow may deviate from
the ideal potential-flow solution due to the influence
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Fig. 5.10 Yaw sensitivity of Pitot-static probes (after Pope
and Harper [5.36]), demonstrating the percentage error
in the measured dynamic pressure, i. e., 100Cpm, due to
the effect of angular misalignment on the total, static, and
dynamic head readings
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of the tapping size or Reynolds and Mach number ef-
fects (shocks will occur in the accelerating flow over the
front half of the cylinder for freestream Mach numbers
0.55 ≤ M < 1.0). The total pressure reading is indepen-
dent of Reynolds number for Red > 4000, but a function
of the separation of the tapping from the probe tip when
this is less than five probe diameters [5.1]. Chue [5.1]
states that the accuracy of the cantilever probe is 5% of
the impact pressure per degree of yaw, implying that this
kind of probe is most useful for higher flow velocities.
[Note that, with two static tappings symmetrically sit-
uated around the cylinder circumference from the total
tapping, the local flow direction can also be obtained by
the null-reading method (Sect. 5.1.4) provided that the
Mach number is low enough to preclude shocks on the
cylinder surface.]

Mach number can be determined in an isentropic
supersonic flow using the relationship between reservoir
pressure and surface pressure on a wedge (or cone) via
the oblique (conical) shock relationships [5.4].

For more details of other probe designs, the reader
is referred to Bryer and Pankhurst [5.2], and Chue [5.1].

5.1.4 Measurement
of Dynamic Head and Flow Direction
(Multihole Probes)

So-called multihole probes are often used to obtain the
flow direction, the static pressure and the dynamic head
in flows where the incoming angle is unknown and/or
has a large variation in the flow domain, for example,
in turbomachinery and wake flows. Probes typically
consist of a central, stagnation pressure hole or tube,
downstream from which a number of pairs of static pres-
sure holes/tubes are symmetrically displaced, with equal
and opposite angles between the orifice faces and the
flow. Figure 5.11a,b shows conical five- and seven-hole
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Fig. 5.11a,b Schematic of (a) a five-hole truncated-cone probe, and
(b) a conical seven-hole probe, demonstrating the angular determi-
nation of the velocity vector

probes; other typical designs include hemispherical and
wedge arrangements.

Multihole probes may be used in either null-reading
(for symmetric probes) or calibrated modes. In the for-
mer method, the angular orientation of the probe is
altered about the yaw and/or pitch axes until both static
holes in a pair give the same pressure reading and the
stagnation hole is aligned with the flow direction. The
flow angle can then be determined from the rotations
required to null the probe, which (when appropriately
connected to a set of transducers and with simple probe
calibrations) then gives measurements of total, static
and dynamic heads, and hence the velocity vector. This
method is extremely time-consuming and relies on the
assumption that the flow is locally symmetric about the
probe (a constraint either on probe manufacturing toler-
ances or the size of the probe relative to the lengthscale of
any shear in the flow), however in this case the Reynolds
and Mach number dependence of the measurement can
be simply obtained. Note that the sensitivity of this type
of probe is designed to give a more pronounced varia-
tion with angle than could be obtained by using the yaw
response of the types of probe described earlier in the
chapter.

Alternatively, the probe can be calibrated by forming
single-valued dimensionless pressure ratios (which are
a function of angle and independent of Reynolds num-
ber) in flows where either a suitable rotation mechanism
is not available or leads to movement of the tip of the
probe during the nulling process. For use in flows where
the flow angle may lead to separation over one or more
tappings (approximately 30◦ for most probes [5.40]),
the calibrations are typically subdivided based on where
the highest pressure is measured. (In practice, the cali-
brations become double-valued when the angle is large
enough to give a significant separation in the tip re-
gion.) Sumner [5.41] has compared the accuracy of
measurements for which the calibrations are found by
interpolation and curve-fit polynomials between calibra-
tion points for seven-hole probes, finding that the former
gave better results in the presence of flow separation and
that results were sensitive to the grid of calibration points
used.

If there is angular variation in only one plane,
a three-hole Cobra probe may be used, consisting of
a stagnation tube flanked by two in-plane static pres-
sure tubes. Chue [5.1] proposes that the flow direction
within a boundary layer may be determined to within
0.2◦ by the calibration method if the pitching angle does
not exceed 6◦.
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A five-hole probe, Fig. 5.11a, may be used to de-
termine the angular variation in both pitch and yaw
directions with a magnitude of less than 30◦ [5.42].
At larger angles, where the five-hole probe becomes
ineffective for angle determination by calibration,
a seven-hole probe, Fig. 5.11b, may be more suitable
(although note that the nulling method becomes pro-
hibitively time-consuming for this type of probe). For
a conical design, the cone angle is typically 30◦ or 45◦,
with the tappings spaced at 60◦ intervals.

Zilliac [5.40] suggests that a calibrated seven-hole
probe offers a measurement accuracy of 1% in veloc-
ity and 0.5◦ in angle (comparable to a five-hole probe
in nulling mode) also noting that since six tubes pack
closely around the central stagnation tube there is only
a small concomitant increase in probe size. In sub-
sonic compressible flows, the calibration method may
be used at flow angles up to 70◦ to determine flow an-
gle with accuracy ±2◦ and Mach number to ±0.04 with
95% certainty [5.43]. Takahashi [5.44] has investigated
the suitability of seven-hole probes for unsteady flow
measurements.

While the use of multihole probes is ubiquitous in
the aerospace and turbomachinery communities, there
are serious limitations on these techniques that preclude
their use for highly accurate measurements. The sources
of error are many, including most seriously the effects
of instantaneous yaw and all-component fluctuation in-
tensity in turbulent flow, the large disturbance presented
by the probe (the connections for multiple pressure lines
mean that multihole probes are necessarily relatively
large) and the effects of flow separation. It is not clear

how the empirical corrections described in earlier sec-
tions of this chapter apply to the complex flow fields
induced around a probe tip that is not aligned with
the flow. While an attempt is often made to address
these issues during the calibration process, the require-
ment for both known flow angle and velocity probably
implies a laminar or at least low turbulence calibrat-
ing flow. Strictly speaking, calibration in a nonturbulent
freestream justifies use of the probe only in a similar,
nonturbulent flow.

In addition, multihole probes are not suitable for use
in flows where there is a significant gradient in total
pressure or in which the Mach number is sufficiently
high that there is the potential for asymmetric shocks
to form in front of the probe, or over only some of
the tappings. (The effect of the latter phenomenon may
be mitigated by reducing the separation between small
tappings and/or using probe shapes, such as a wedge,
for which analytic solutions exist.)

Further details on multihole probes may be found in
Bryer and Pankhurst [5.2].

This section has described devices for the determina-
tion of the magnitude of the velocity (or Mach number),
assuming at least approximate alignment of probes with
the incoming flow. In general, the flow angle may be
determined from Pitot and static probes through yaw
calibrations if the flow conditions are otherwise known,
or multihole yawmeters may be rotated until the same
readings are obtained by holes on either side of the probe
centerline, the null-reading method. For further informa-
tion on these techniques and appropriate hardware, the
reader is referred to Chue [5.1].

5.2 Thermal Anemometry

Hot-wire anemometry is a versatile technique that can
be used for the measurement of velocity and tempera-
ture fluctuations in the time domain for investigations
in turbulent flows. With appropriate designs hot-wire
anemometry is useful over wide speed ranges from low
subsonic to high supersonic flows. The method is ca-
pable of detecting turbulent perturbations with a large
dynamic response because of the very small hot-wire
thermal inertia and its correction in the anemometer. The
hot-wire can be operated in three popular methods: con-
stant current, constant temperature, and the new constant
voltage. The response of the sensor and that of the as-
sociated operating electronic circuit are analyzed. Also
included are calibration techniques and approximations
for low turbulence levels.

5.2.1 Introduction

Thermal anemometry is used when one wishes to meas-
ure rapidly varying velocities with good spatial and time
resolution. An example is given in Fig. 5.12 for a super-
sonic boundary layer. The method relies on the changes
in heat transfer from a small heated sensor exposed to
the fluid in motion. The sensor is made with a material
whose electric resistivity depends on the temperature.
It usually has the shape of a small cylindrical wire or
a thin film. Experiments can be made in gases, from low
subsonic to high supersonic velocities, and transparent,
opaque, and even electrically conducting liquids. Instan-
taneous wall shear stresses can also be measured using
sensors mounted flush to the surface. The measurement

Part
B

5
.2



230 Part B Measurement of Primary Quantities

of other flow properties such as temperature, density,
composition, is also part of thermal anemometry. Some
aspects of these property measurements are considered
in the present chapter.

Heat is introduced in the sensor by Joule heating,
and is lost primarily by forced convection. The heat-
ing rate is Rw I2

w, where Iw is the current intensity in
the sensor and Rw the sensor resistance when heated.
The cooling rate is of the form (Tw − Ta)φconv(U . . . ),
where Tw is the temperature of the wire when heated,
and Ta is the temperature of the wire at the same location
when unheated. In liquids and low subsonic gas flows,
Ta is simply the temperature of the surrounding fluid.
When compressibility effects are present, Ta becomes
the recovery temperature Tr of the sensor. The function
φconv(U . . . ) mainly depends on the fluid velocity nor-
mal to the wire. The role of the other parameters will be
discussed in Sects. 5.2.3 and 5.2.4, and for the moment
the forced convection effect is simply written φconv(U).
A small fraction of the heat supplied to the wire is, how-
ever, conducted towards the supports holding the sensor,
resulting in a nonuniform temperature distribution along
its length. The quantities Tw or Rw are in reality spatial
averages over the sensor. This problem is neglected for
the moment, but it will be considered later in this section.

For a steady flow, the heat balance between the
heating and the cooling rates has the simple form

Rw I2
w = (Tw − Ta)Φconv(U) . (5.35)

The velocity U can be deduced from the electrical quan-
tities Rw and Iw, if Tw can be related to Rw and similarly
Ta to Ra, where Ra is the resistance of the unheated
sensor. Such relations exist for most sensors. Often an
assumed linear dependence is adequate to describe R(T )
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Fig. 5.12 Time trace of a turbulent signal provided by hot-wire
anemometry based on experiments conducted with a constant-
voltage anemometer (CVA) in a Mach 2.3 boundary layer

around the operating point, so that

Rw = R0[1+χ(Tw − T0)] and

Ra = R0[1+χ(Ta − T0)] , (5.36)

where T0 is a reference temperature, R0 the resistance
of the sensor at that temperature, and χ the temperature
coefficient of resistivity of the wire material around T0,
and T0 is often chosen close to Ta. The value of χ is pos-
itive for metallic materials. For example, for tungsten,
χ � 4.0 × 10−3 K−1, resulting in 100% increase of the
sensor resistance when the operating temperature Tw is
increased by 250 K over Ta. The value of χ is negative
for thermistors. For polysilicons, χ can be positive or
negative, depending on the material used for the doping
and its concentration.

A significant parameter that controls the operation
of the sensor is the relative difference in temperature,
(Tw − Ta)/Ta, or the relative difference in resistance,
(Rw − Ra)/Ra. The latter is preferred because of its di-
rect deduction from electrical quantities. It is simply
denoted aw and called the overheat ratio of the sensor,

aw = Rw − Ra

Ra
. (5.37)

When needed, the relative difference in temperature can
be expressed in terms of aw as

Tw − Ta

Ta
= aw

1+χ(Ta − T0)

χTa
. (5.38)

In practice, for air or other gases, aw is in the range
0.05–1.0. Beyond this value, the sensor could be per-
manently deformed or oxidized. For example, platinum
has an excellent resistance to oxidation, but is naturally
soft and weak. Its tensile strength can be increased by
the addition of iridium or rhodium. On the other hand,
tungsten, which presents a high tensile strength, oxidizes
above 600 K. For water or other fluids, aw is limited to
around 0.10 because of the occurrence of vapor bubbles
from boiling.

The simple balance (5.35) holds for steady flows
only. If a flow is unsteady, which is always the case if the
flow is turbulent, thermal energy is unsteadily stored in
the sensor, and the instantaneous heat balance becomes

mwcw
dTw

dt
= Rw I2

w − (Tw − Ta)Φconv(U) , (5.39)

where mw is the mass of the sensor and cw is the specific
heat of the sensor material. Conduction effects are not
included in (5.39).
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When the sensor is an element of an appropriate
electrical system, the change in resistance can be used
to generate a measurable signal. Three operating modes
are possible.

• The current intensity in the sensor is maintained
constant, Iw = constant, which leads to the constant-
current anemometer (CCA). Any change of U
creates a change in Rw and the measurable signal
is directly this resistance change.• The resistance of the sensor is maintained constant,
Rw = a constant, which leads to the constant-
resistance anemometer, usually called a constant-
temperature anemometer (CTA) because of (5.36).
The measurable signal when a change in U occurs
is then the change in current intensity Iw to be fed
to the sensor to fulfill the imposed condition.• The voltage across the sensor is maintained constant,
Vw = Rw Iw = constant, which leads to the constant-
voltage anemometer (CVA). The measurable signal
is then the change in current intensity Iw to be fed
to the sensor under that new imposed condition.

The main difference between these three operating
modes is linked to the handling of thermal inertia of the
sensor, represented by the left-hand side of (5.39). In
usual applications, the frequencies of the flow fluctua-
tions to be measured are much higher than the natural
frequency of the sensor, so that electronic compensa-
tion is needed. In a CCA and CVA, this is achieved
by a first-order high-pass filter integrated in the am-
plifying unit. In a typical CCA application, the filter’s
response is tuned to compensate exactly the thermal
lag of the sensor. The overall bandwidth is then only
limited by the amplifier’s characteristics, mainly its
gain–bandwidth product. With a CVA, the thermal lag is
partially compensated during measurements and is fully
compensated when postprocessing the data. This per-
mits high productivity for large-bandwidth applications
because no adjustment is required when the experiment
is running. In a CTA, the temperature of the sensor
is maintained constant by a feedback loop, so that its
thermal inertia is, in principle, automatically compen-
sated. In this case, the maximum bandwidth is limited
by the amplifier’s properties and some characteristics
of the practical setup. Full compensation can be made
after carefully tuning the circuit. These points will be
analyzed in Sect. 5.2.3.

In any of these three operating modes, the tempera-
ture Ta is a major parameter, as it modifies the difference
Tw − Ta. In fact, changing Ta is almost the same as

changing Tw. This point is most important when using
a CTA, which maintains Rw = const, hence Tw = const,
whatever Ta. For example, in a subsonic flow, if the
temperature Ta of the incoming flow increases at fixed
U , the current intensity needed by the sensor decreases
as Tw − Ta decreases. A benefit, however, is that ther-
mal anemometry can be used to measure temperature
changes occurring in turbulent flows.

The Section is organized as follows. Section 5.2.2
describes the nature and shape of typical sensors, and
their geometrical disposition relative to the incident
flow, in order to obtain specific flow characteristics.
The steady heat-transfer laws expressing the cooling
rate of the sensors are then indicated for various fluids
and flow conditions. They are most useful when inter-
preting the electrical signals available at the anemometer
output. For unsteady flows, the thermal lag of the sen-
sor is an inherent limiting parameter and some estimates
of this lag are indicated. Finally, two important topics
are considered: the heat loss towards the supports hold-
ing the sensor and the spatial resolution of the sensing
element.

Section 5.2.3 deals with the electronic circuits used
in the CCA, CTA, and CVA. Treatment of the thermal
lag of a sensor is examined with special attention. For
example, it is shown how constant-voltage operation re-
duces the time constant compared to constant-current
operation. The frequency response as well as the elec-
tronic noise of anemometers are analyzed and compared.
Effects of connecting cables are also considered.

Section 5.2.4 refers to calibration procedures in low
subsonic flows including the effect of fluid temperature
drifts, and Sect. 5.2.5 deals with the measurement of
temperature fluctuations.

Section 5.2.6 refers to calibration procedures in high
supersonic flows.

Section 5.2.7 presents some special methods, such
as the use of the time of flight between sensors or the use
of pulse-width-modulated wires, and also the benefit of
a flying anemometer when the main flow direction is not
well defined, for example in separated zones or near jet
edges.

Thermal anemometry has been used for many years,
with many improvements over the years. Accordingly,
the literature is very rich. Acknowledgement of previ-
ous works will often be made and some comprehensive
books or reviews on the subject have been contributed
by Corrsin [5.45], Bradshaw [5.46], Hinze and Frey-
muth [5.47], Blackwelder [5.48], Perry [5.49], Finger-
son [5.50], Lomas [5.51], Bruun [5.52], Lekakis [5.53],
and Comte-Bellot [5.54–56].
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5.2.2 Sensors

Materials and Sensor Geometries
The sensing elements used in thermal anemometry are
either wires or films. Conventional wires are typically
0.5–5 µm in diameter and nominally 0.5–2 mm long.
Films are about 0.1 µm thick and deposited on fine
cylinders of quartz, about 25–50 µm in diameter, on
quartz wedges, or on thin acetate or kapton foils. Fur-
thermore, a very thin quartz coating deposited on the
sensor provides both protection against a hostile envi-
ronment and isolation when operating in a conductive
medium. The micromachined hot wires usually have
a flat trapezoidal cross section, which can be as small as
0.5×0.5 µm2. Their lengths are in the range 1–200 µm.
The most common materials for wires and films are
listed in Table 5.1.

The upper part of Table 5.1 refers to the classical
and easy-to-manipulate metallic elements. Their elec-
tric resistances at ambient temperature, Ta � 293 K, are
in the range 3–10 Ω. The temperature resistivity co-
efficient χ is a very important parameter and needs
to be controlled since the wire manufacturing process
can influence the value. Handbooks generally indicate
values only corresponding to macroscopic amounts of
pure material, for example, χ = 0.0045 K−1 for tung-
sten, whereas the measured values for hot-wires can be
over a wide range 0.0036–0.0047 K−1. Very useful ref-
erences on the subject are available in Van Dijk and
Nieuwstadt [5.65].

Table 5.1 Physical properties of sensor materials at 293 K (approximate values for MEMS polysilicons doping, P is
phosphor and B boron)

Material Resistivity Temperature Density ρ Specific Thermal Ref.
(�m) coefficient (kg/m3) heat c conductivity k

of resistivity χ (J kg−1K−1) (W m−1K−1)
(K−1)

Copper 1.6 × 10−8 +4.0 × 10−3 8900 385 400 [5.57]

Nickel 7.0 × 10−8 +6.0 × 10−3 8900 438 90

Platinum 1.1 × 10−7 +3.9 × 10−3 21500 130 70 [5.58]

Pt/10% Rh 1.9 × 10−7 +1.7 × 10−3 19900 150 40 [5.59]

Silver 1.6 × 10−8 +3.8 × 10−3 10500 235 428 [5.57]

Tungsten 6.0 × 10−8 +4.5 × 10−3 19300 140 170 [5.58]

Silicon 2.3 × 103 −7.5 × 10−2 2330 705 148 [5.60]

Polysilicon

High P doping 5 × 10−5 +1.0 × 10−3 50 [5.61]

Low P doping 5 × 10−5 −2.5 × 10−3

B doping 2 × 10−5 +8.5 × 10−4 60 [5.61, 62]

B doping 2 × 1016 /cm2 5 × 10−5 +8.0 × 10−4 [5.63, 64]

The lower part of Table 5.1 refers to the wires and
films more recently developed using micromachining
technology. Their electric resistances are much larger,
around 0.5–5 kΩ, meaning that the classic electronic
circuitry of the CCA, CTA, or CVA should be redesigned
to meet that new requirement.

Incidentally, it is interesting to measure the true
wire diameter, for example with an electron microscope.
Indeed, Lemay and Benaïssa [5.66] reported wire diam-
eters which are 15–20% higher than the values stated
by the manufacturer for 0.5 and 1 µm Pt–10%Rh wires.
Dersken and Azad [5.67] observed that, even for spe-
cially built wires (platinum plated, tungsten core, gold
plated ends), a 2.84–3.85 µm range was observed for
a nominal value of 2.5 µm, and a 4.82–5.77 µm range
for a nominal value of 5 µm. These differences in diam-
eter translate into variations of the cold resistance Ra of
the wire and can also be detected in that way.

Regarding the sensor dimensions, one has to prefer
large aspect ratios. For hot-wires, this ratio is defined
by l/d, where l is the wire length and d the wire diam-
eter. A large aspect ratio, above 300, permits a wire
to be cooled by the velocity component normal to it,
with negligible heat transfer to its supports. For a fixed
aspect ratio, a smaller diameter obviously leads to
a shorter wire, resulting in more-local measurements,
and a higher-frequency response. However, fine wires
are expensive and brittle, and therefore reserved to turbu-
lence measurements close to walls, where fine turbulent
scales have to be resolved.
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At its ends, the sensor is connected to fine but suf-
ficiently strong supports that act only as the electrical
conductor and mechanical support. For conventional
hot-wires, these elements are usually called prongs or
needles, and stem respectively. The two parallel prongs
are usually 5–10 mm long and taper down to around
100 µm near the wire. The prongs are epoxy-fitted in-
side the stem, whose diameter can be as small as 1 mm.
To decrease the aerodynamic perturbations brought by
these elements, longer prongs, up to 20 mm, were sug-
gested by Comte-Bellot et al. [5.68] and Strohl and
Comte-Bellot [5.69]. Specially miniaturized probes were
developed by Willmarth and Sharma [5.70] and Ligrani
and Bradshaw [5.71].

For microelectromachined sensors (MEMS), the
successive connecting elements are called shanks, beam,
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Fig. 5.13a–d Wire positions relative to the space-fixed Ox1x2x3 coordinates: (a) single wire set normal to Ox1 , which
is also U1; (b) X-wires in the Ox1x2 plane with θ = 30◦ for the first wire and θ = −30◦ for the second wire; (c) long
wire with yaw angle θ and pitch angle φ in spherical coordinates; N′,B′,T is the wire-fixed frame, N′ corresponds to an
increment in θ, B′ to an increment in φ, and T is along the wire [a long wire is cooled by the resulting normal velocity
Un = (U2

N′ +U2
B′ )1/2]; (d) short wire with its supporting prongs, N,B,T is the prong-fixed frame. The effective cooling

velocity is given by (5.172) and (5.173)

and handle. According to Jiang et al. [5.72], the two
parallel supporting shanks are 100 µm long, 20 µm
wide, and 0.5 µm thick. The silicon beam is 1 mm
long, 200 µm wide, and 75 µm thick. The handle is
thick, around 500 µm. Similar values are reported by
Ebefors [5.64] for a three-sensor probe.

Often the sensor does not span the entire distance
between the needles. The inactive part close to the ends
of the sensor should have a low electrical resistance
in order not to participate in the sensor response. This
part is often called the stub. For platinum wires ex-
truded by the Wollaston process, the silver sheath is
etched away to provide the active part, and preserved
near the two ends. The same procedure holds for tung-
sten wires, which are copper-plated before soldering.
Superconducting endings have also been suggested by
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Castaing et al. [5.73] for experiments in helium II at 4 K.
For polysilicon sensors, various doping concentrations
are used for the active and nonactive parts, as suggested
by Jiang et al. [5.74]. Let us recall that common dopants
are phosphorus and boron, and that heavier doping re-
sults in lower resistivity by increasing the number of
charge carriers. The average grain size of boron-doped
polysilicon layers can be estimated from atomic force
microscopy (AFM), and a clear illustration is given by
McConnell et al. [5.61].

Sensors Setup Relative to the Flow
Identification of the principal mean flow direction is an
important prerequisite for hot-wire or hot-film measure-
ments. This direction, when known, is usually taken as
the x1-coordinate axis and corresponds therefore to U1.
Three basic positions can be given to a wire, as illus-
trated by Fig. 5.13: Fig. 5.13a the wire can be placed in
the Ox1x2 plane and normal to x1; Fig. 5.13b the wire
can be placed in the Ox1x2 plane and yawed on x2 by an-
gle θ, hence inclined on Ox1 by π/2− θ; Fig. 5.13c the
wire can be outside the Ox1x2 plane and inclined relative
to this plane with a pitch angle φ. The angles θ and φ are
the standard spherical coordinate angles. These wire po-
sitions are defined relative to the space-fixed coordinates
Ox1x2x3 . For short wires, auxiliary angles referring to the
probe itself are introduced and are defined in Fig. 5.13d.

Use of these sensor positions, or combinations of
these positions, leads to the following possibilities:

• Single hot-wires placed normal to U1 mainly re-
spond to the instantaneous longitudinal velocity U1
when the velocity fluctuations are of small ampli-
tude. This instantaneous velocity can be written as
U1 = U1 +u′

1 using the Reynolds decomposition,
where u′

1 is the longitudinal velocity fluctuation. The
transverse fluctuations u′

2 and u′
3 behave as second-

order terms in this setup and can be neglected.
Obviously, U1 should be different from zero, oth-
erwise the transmitted signal suffers rectification,
since the hot-wire is just as much cooled by the flow
coming from the right-hand side as from the left.• Cylindrical hot-films work similarly to single hot-
wires, but they are more robust when experimenting
in water, oils, or liquid metals and even in slightly
dirty gases. A thin quartz coating deposited on sen-
sors prevents hydrolysis of the neighboring liquid.• X wires are made of two inclined wires lying in
the Ox1x2 plane and often placed symmetrically rel-
ative to U1, as in the letter X, i. e., θ (first wire)
= −θ (second wire). Figure 5.13b illustrates this

case for θ = 30◦. In practice, the midpoints of both
wires are slightly separated along Ox3 to reduce
aerodynamic and thermal interferences [5.75]. For
small-amplitude velocity fluctuations, the wire re-
sponses are

U1 cos θ+u′
1 cos θ−u′

2 sin θ for the 1st wire

U1 cos θ+u′
1 cos θ+u′

2 sin θ for the 2nd wire
(5.40)

and the sum and difference of the fluctuating parts of
these signals give u′

1(t) and u′
2(t). If the wires are not

perfectly symmetric relative to U1, a weighted sum
and a weighted difference provide u′

1(t) and u′
2(t). In

extreme cases, it is possible to place one of the wires
normal to the flow. This wire thus directly gives u′

1(t)
and an appropriate combination of its response with
that of a slanted wire gives u2(t) [5.76]. Note that u′

1
and u′

2 are in the plane defined by the X wires. The
other transverse fluctuating component u′

3 together
with u′

1, can be obtained by rotating the X-wires by
90◦ around the direction of U1. These classic set-
ups are described in most textbooks (Hinze [5.47],
Bruun [5.52], and Bailly and Comte-Bellot [5.77]).
After proper calibration, an X probe can also be used
in a two-dimensional (2-D) flow with unknown mean
velocity directions (Sect. 5.2.4). A two-dimensional
flow means that U3 � 0. The instantaneous veloc-
ity vector can be obtained, as well as the two mean
components, U1 and U2, and the velocity fluctua-
tions, u′

1 and u′
2, even when they are large. However,

the incident velocity vector should always give pos-
itive velocity components relative to each wire to
avoid spurious signals due to rectification. This con-
dition defines the correct approach quadrant. The
term quadrant comes from the use of two mutu-
ally orthogonal wires. In practice the acceptance
angle is less than 90◦ because of the nearby needles
supporting the wires.• V probes work similarly to X probes. They per-
mit measurements in close proximity to a wall.
A cantilevered V probe has even been suggested
by Hishida and Nagano [5.78, 79].• Triple-sensor probes provide information about the
instantaneous velocity vector at a point, hence the
three velocity components, U1, U2, U3 simultane-
ously, after proper manipulation of the three wire
outputs. U1, U2, and U3 can then be obtained, along
with the three velocity fluctuations u′

1, u′
2, and u′

3.
Velocity component relative to each wire should
always stay positive, and this defines the correct
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approach octant to be respected. The term octant
comes from the use of three mutually orthogonal
wires. In practice the acceptance cone is smaller be-
cause of the prongs holding the wires. A fourth hot
wire can be added to the probe to enlarge the accep-
tance cone. A recent survey is given by van Dijk and
Nieuwstadt [5.80].• Multiple hot wires, from 4 to 12, can provide one or
more components of the vorticity vector as discussed
by Wallace and Foss [5.81].• Arrays of around 10 single wires permit to scan
the free edges of turbulent flows, as pioneered
by Sunyach [5.82] for jets using thermal marking.
The technique was applied to boundary layers by
Chen and Blackwelder [5.83] and adapted to mi-
cromachined sensors by Jiang et al. [5.74]. Kang
et al. [5.84] achieved space–time correlation of
active-grid-generated turbulence with an array of
X-wires. Delville et al. [5.85] used two rakes
of 12 X-probes each to analyze the large struc-
tures of a plane mixing layer on the basis of
a proper orthogonal decomposition (POD). Citriniti
and George [5.86] used an array of 138 single wires
to reconstruct the velocity field of a round jet.• Wall films permit one to obtain the instantaneous
wall shear stress τw = µ∂U1/∂x2. Large arrays of
wall films can be made as these sensors are non in-
trusive. Around 100 hot-films are most useful when
investigating transition on flat or curved surfaces,
separation bubbles over airfoils, or shock oscilla-
tions in transonic regimes. Laboratory experiments
are reported by Hall et al. [5.87] using CTA, and
flight experiments by Moes et al. [5.88] using CVA.

Many types of hot-wire probes are available com-
mercially nowadays, but probes can be fabricated in most
laboratories. Valuable advice is given by Lomas [5.51],
e.g., for welding and soft-soldering wires on fine nee-
dles. Regarding films, even if the very first ones were
successfully made by a paint and fire technique, the
sensors are now made by specialized manufacturers by
vapor deposition or atomic sputtering. They are repro-
ducible within 1% and this greatly reduces the labor of
calibrating large arrays. For polysilicon sensors, only
a few laboratories are currently equipped to make them,
but mass production is possible as a single silicon wafer
can encompass a large number of sensors.

Because hot-wire anemometers have to compete
with laser anemometers which are advantageously lo-
cated outside the flows, hot-wire probes should be as
non-intrusive as possible. In low subsonic flows, minia-

turized hot-wire probes are recommended. Willmarth
and Sharma [5.70] and Ligrani and Bradshaw [5.71] re-
ported experiments with wires having lengths as small
as 100 µm and diameters of 0.5 µm. For larger probes,
prongs can be placed at 45◦ to the flow, as suggested
by Comte-Bellot et al. [5.68], and Strohl and Comte-
Bellot [5.69]. This location permits compensation of the
flow deceleration due to the blocking effect of the stem
– which is maximal for a stem aligned with U1, and
the flow acceleration occurring between the prongs –
which is maximal for prongs normal to U1. Estimates
of the aerodynamic perturbations were also obtained by
Adrian et al. [5.89] on the basis of an inviscid irrotational
flow around the probe elements. Historically, Hoole and
Calvert [5.90] were the first to reveal the aerodynamic
perturbation resulting from a probe by comparing the
wire response for a probe (prongs and stem) facing the
flow or held normal to the flow, with the wire position
kept unchanged.

In supersonic flows, the prongs are always aligned
with the flow to withstand shock waves. Slightly slack
wires with a drop of rubber cement at the soldering points
provide satisfactory protection against vibration and
fatigue failure as recommended by Kovasznay [5.91].
Slack is introduced when soldering the wire, or later if
a tiny screw permits the change of prong separation, as
suggested by Bonnet [5.92]. Control of the adjustment is
made by inspecting the spectra which should not contain
the sharp peaks associated with strain-gauging above
100 kHz. Measurements in transonic flows remain how-
ever very difficult due to large fluctuating aerodynamic
loads and temperature fluctuations.

For MEMS sensors, strong aerodynamic perturba-
tions were reported by Jiang et al. [5.74] when changing
the yaw and pitch angles of their probes, in a similar
way as Hoole and Calvert [5.90] did with conventional
probes. Additional investigations would be of consid-
erable interest, as the shanks, beams and handle are
relatively large and close to the sensors in that new type
of technology [5.93].

Steady Convective Heat Loss Laws
in Subsonic Flows

The simplified heat balance (5.35) is now rewritten in-
cluding all the flow and wire parameters except the
aspect ratio, which will be considered later in this sec-
tion. Using dimensionless analysis, this balance is of the
form

Nu = Nu

(
M,Re,Gr,Pr, γ ,

Tw − Ta

Ta

)
, (5.41)
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where M is the flow Mach number, Nu,Re, and Gr are
the Nusselt, Reynolds and Grashoff numbers, respec-
tively, based on the wire diameter

M = U

c
, Nu = Rw I2

w

πlk(Tw − Ta)
,

Re = ρUd

µ
, and Gr = gβ(Tw − Ta)d3

(
ρ

µ

)2

.

(5.42)

The physical properties involved for the fluid are the
thermal conductivity (k), the density (ρ), the Newto-
nian coefficient of dynamic viscosity (µ), the thermal
coefficient of expansion at constant pressure (β), the
ratio of the heat capacities at constant pressure and con-
stant volume (γ = Cp/Cv), and the Prandtl number (Pr =
µCp/k). The incident flow velocity is simply noted U in-
stead of U1 or Un . The temperature at which the physical
properties are taken will be discussed later in this section.

Reference to a Nusselt number shows that conduc-
tion terms and boundary conditions, hence temperature
gradients, prevail in the energy equation. Indeed, for
hot-wires, the Reynolds number is usually in the range
2 ≤ Re ≤ 40, before the onset of vortex shedding.

Several cases of flows are of interest as follows.

Heat-Transfer Laws for Subsonic Air Flows. M and γ

obviously have no effect, Pr is fixed, for air Pr � 0.70
over a large temperature range, and Ta is the ambient
fluid temperature. Furthermore, forced convection often
prevails – the criterion for neglecting buoyancy effect
is examined at the end of this section. Equation (5.41)
simplifies therefore to

Nu = Nu

(
Re,

Tw − Ta

Ta

)
. (5.43)

Several heat-transfer relationships for forced con-
vection have been reported for very long wires (l/d in
the range 2000–8000) (e.g., by McAdams [5.94], Van
der Hegge Zijnen [5.95], Collis and Williams [5.96],
Davis and Fisher [5.58], Bradbury and Castro [5.97],
Kramers [5.98]). The McAdams analysis already con-
cerned 13 data sets in 1950, and in a more-recent
survey in 1972, Andrews et al. [5.99] listed about 40
experiments. All these laws have the form

Nu = (AN + BNRen)

(
Tw + Ta

2

)m

, (5.44)

where AN, BN, n, and m are constant. There are, how-
ever, some tiny differences:

1. the power for the Reynolds number n varies slightly
around n � 0.50,

2. a temperature loading depending on m is introduced
or not, with a maximum value of m � 0.17; it is at-
tributed to the flow distortion around the wire caused
by the addition of heat, and

3. the physical properties of the fluid are evaluated at
either the incoming flow temperature Ta or at the film
temperature Tf = (Tw + Ta)/2.

In what follows, the distinction is made by using the
subscripts a and f respectively.

The most-favored correlation formulae are due to
Collis and Williams [5.96] and Bradbury and Cas-
tro [5.97]

Nuf = (
0.24+0.56Re0.45

f

)
T 0.17

f

for 0.02 ≤ Ref ≤ 44

Nuf = 0.48Re0.51
f T 0.17

f

for 44 ≤ Ref ≤ 140 (5.45)

and Kramers [5.98]

Nua = 0.39+0.51Re0.50
a for 2.5 ≤ Rea ≤ 1475 .

(5.46)

We recall that the temperature dependence of the
physical properties of air around Ta = 293 K may be
expressed by the power laws [5.100, 101]

ρ(T )

ρ(T0)
=
(

T

T0

)−1

µ(T )

µ(T0)
=
(

T

T0

)m

k(T )

k(T0)
=
(

T

T0

)n

. (5.47)

with m � 0.765 and n � 0.885. Power laws are
convenient when taking logarithmic derivatives of heat-
transfer laws, especially in supersonic flows.

The Collis and Williams or Kramers laws concern
the average Nusselt number around the wire. An exten-
sive survey of the local values of the Nusselt number for
hot wires was conducted by Dennis et al. [5.102], us-
ing both experimental data and numerical predictions.
The highest value is at the forward stagnation point, and
its relative importance increases almost linearly with the
Reynolds number. Similar results for large cylinders are
available in textbooks, e.g., by Eckert and Drake [5.103].

Regarding MEMS sensors, very preliminary heat-
transfer laws are indicated by Jiang et al. [5.72].
Surprisingly, the exponent n in Un depends on the
anemometer type, n = 1.0 for CCA and n = 0.6 for CTA.
Further research is definitely needed to clarify this point.
However, an exponent n larger than the n � 0.50 usually
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Table 5.2 Physical properties of usual fluids and substrates for hot-films at 293 K

Fluid/ Prandtl Cp/Cv = γ Density ρ Specific Thermal Dynamic
substrate numberPr (kg/m3) heat Cp conductivity k viscosity µ

(J kg−1K−1) (W m−1K−1) (kg m−1s−1)

Air 0.71 1.40 1.2 1005 0.0257 1.82 × 10−5

Helium 0.70 1.66 0.17 5180 0.157 1.86 × 10−5

Water 7.0 1000 4180 0.60 1.00 × 10−3

Mercury 0.022 13600 140 9.3 1.55 × 10−3

Quartz 2650 710 6–11

Kapton 1420 1090 0.10–0.35

Perspex 1190 1470 0.21

Tufnol 1320 1500 0.29

Plywood 580 2500 0.13

admitted for circular cylinders could be possible, be-
cause the rectangular or trapezoidal cross section of this
new type of sensor gives rise to shed eddies and separated
zones. In textbooks, exponents in the range 0.60–0.75
are reported for elongated hexagonal cylinders, although
for larger Reynolds numbers [5.104].

Equations (5.46) and (5.36) lead to the practical form
Rw I2

w

Rw − Ra
= A + BU0.50 (5.48)

with

A = 0.39
πlka

χR0
and B = 0.51

πlka

χR0

[
ρad

µa

]0.50

.

(5.49)

Equation (5.48) is known as King’s law. It concerns
the wire itself, not the anemometer outputs. In order to
retrieve King’s law from anemometer outputs, all the
resistances present in the circuits have to be taken into
account, for example, the top bridge resistance in the
arm containing the sensor in a CTA circuit.

In King’s law, A and B are improperly called con-
stants. Obviously they are not; they depend on the wire
diameter and on the fluid temperature. If the tempera-
ture dependencies of the physical parameters (5.47) are
introduced in (5.49), one obtains

dA

A
= 0.886

dTa

Ta
dB

B
= (0.886−0.50−0.38)

dTa

Ta
= 0.006

dTa

Ta
.

(5.50)

Coefficient B therefore varies far less with tem-
perature than coefficient A. This result is particularly
interesting at large values of U when A can be ne-
glected compared to BU0.50. Uberoi and Corrsin [5.105]
confirmed these trends when experimenting on hot jets.

Regarding buoyancy effects, a criterion that permits
one to ensure that forced convection prevails has been
established by Collis and Williams [5.96] for a cross-flow

Ref > Gr1/3
f . (5.51)

For example, taking Ta � 293 K, aw � 1, g = 9.81 ms−2

and β = 1/273, and using (5.47) and Table 5.2, this cri-
terion gives U ≥ 0.07 m/s whatever the wire diameter.

When a mixed convection regime occurs, heat ex-
change laws become complicated. Hatton et al. [5.106]
suggested an explicit correlation based on a vectorial
addition of the forced and natural Reynolds numbers

Nuf = (
0.384+0.581Re0.439

eff

) ( Tf

Ta

)0.154

, (5.52)

where

2
Re
eff

= Re2
f

(
1+2.06

Ra0.418

Ref
cos θz +1.06

Ra0.836

Re2
f

)
,

(5.53)

where Ra is the Rayleigh number, Ra = Gr ·Pr, and θz
is the angle from the vertically upward direction of the
forcing flow.

Heat-Transfer Laws for Other Gases in Subsonic
Flows. Andrews et al. [5.99], and Pitts and McCaf-
frey [5.107] at the National Bureau of Standards carried
out extensive studies of heat exchanges for hot wires
and hot films using various gases such as argon, helium,
methane, propane and carbon dioxide, in the Reynolds
number range below and just near vortex shedding.
For all gases, except helium, the law valid for air was
approximately verified once the proper temperature de-
pendencies of the gas molecular properties were taken
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into account. The Prandtl number effect is found to be
relatively weak. The case of helium, for which accom-
modation effects are strong, is singular and a special
correction was elaborated.

Heat-Transfer Laws for Liquid Flows. Equation (5.43)
now involves the Prandtl number, for example Pr = 7.1
for water, 0.0225 for mercury, 0.01 for molten sodium,
and in the range 20–5000 for oils. These fluids are use-
ful either in industrial heat exchangers or in laboratory
experiments to model the Earth’s outer core. Accord-
ing to Hill and Sleicher [5.110, 111] who revisited
many previous measurements done for long cylinders,
the heat-transfer law that Kramers [5.98] suggested is
particularly useful

Nua = 0.42Pr0.20 +0.57Pr0.33Re0.50
a . (5.54)

Buoyancy effects in liquids have also been analyzed.
Gebhart and Pera [5.112] considered a large range of
Prandtl numbers of 6.3–63. The criterion for forced
convection to prevail is similar to that of Collis and
Williams [5.96]

Ref > Gr1/n
f where n is between 2 and 3 . (5.55)

Regarding the heat transfer laws, Gebhart and
Pera [5.112] indicated a set of curves for the Nus-
selt number in terms of both the Péclet and Rayleigh
numbers (Pe = Re · Pr, Ra = Gr ·Pr).

All the above results hold only for Newtonian flu-
ids. Otherwise, very different phenomena are observed.
Investigations made with cylindrical hot films, by Smith
et al. [5.113] or James and Acosta [5.114] among oth-
ers, showed that the Nusselt number decreases when the
polymer concentration increases, at a given Reynolds
number. Moreover, a cylinder normal to the flow is
cooled less than a cylinder oblique to the flow. The expla-
nation given by Lumley [5.115] invoked the expansion
of polymer molecules in pure strain (stagnation region,
hot-film set normal to the flow) so that the viscosity in-
creases, the boundary layer on the film becomes thicker
and the heat transfer is reduced.

Heat-Transfer Laws in Compressible Flows
Kovasznay [5.116], Morkovin [5.100], Morkovin and
Phinney [5.117] and also Laufer and McClellan [5.59]
pioneered the possibility of using hot-wires for super-
sonic flows. For a wire normal to the flow, a detached
bow shock forms in front of the wire. Subsequently, the
wire is in a subsonic flow, and the heat-transfer laws
mentioned above regain some importance. The fluid-
mechanics equations also correlate the flow parameters

upstream and downstream of the shock. Especially, mo-
mentum and total temperature are conserved through the
shock. Figure 5.14 illustrates the shock which exists in
front of a wire for two different flows, a Mach 3 air flow
and a Mach 10 helium flow. In the latter case, the bow
shock becomes much thicker and forms closer to the
wire. However, hot-wire anemometry remains possible
in these hypersonic flows. This situation has been partic-
ularly investigated by Spina and McGinley [5.108]. The
strong needles supporting the wire also create shocks,
but these are attached to the needle tips, and their effect
on the wire can be reduced if the inactive regions, even
if short, exist at both ends of the active part of the wire.

Heat-transfer laws at high velocities have received
considerable attention, for Mach number up to 6, and
Reynolds numbers up to 400. Many experimental data
were obtained and analyzed by Kovasznay [5.116],
Laufer and McClellan [5.59], and Spangenberg [5.118],
who reported very complete data tables, Morkovin and
Phinney [5.117], and Dewey [5.119, 120], who drew
many valuable curves, Baldwin et al. [5.121], Gav-
iglio [5.122], Barre et al. [5.123], and Stainback and
Nagabushana [5.124], with a large bibliography, and
Spina and McGinley [5.108] for gases other than air.

Regarding the temperature to be used for the physical
parameters µ and k entering the Reynolds and Nusselt
numbers, one can think of using the conditions behind
the detached shock wave, ρ2, U2 and T2, as being the
apparently free stream for the wire, as suggested by
Kovasznay [5.116] and used by Laufer and McClel-
lan [5.59]. Here the subscript 2 refers to values after
the shock, as usual in compressible flows, not to a lat-
eral velocity component. On the other hand, the total
temperature Tt was suggested by Baldwin et al. [5.121]
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Fig. 5.14 A hot-wire probe in a supersonic flow. Two ex-
amples: Mach 3 air flow, Mach 10 helium flow (after Spina
and McGinley [5.108] and Elizarova et al. [5.109])
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or Dewey [5.119, 120]. Of course, the temperature T2 is
close to Tt as can be deduced from the basic relations

Tt = T∞
(

1+ γ −1

2
M2
)

= T2

(
1+ γ −1

2
M2

2

)

(5.56)

and

M2
2 = M2 +2/(γ −1)

2γM2/(γ −1)−1
, (5.57)

where T∞ is the freestream static temperature before
the shock, also denoted by T1 or simply T (this should
not be confused with the temperature existing outside
a boundary layer, this external zone being often called
freestream). For example, differences between Tt and
T2 are 6.6%, 3.8%, and 3.2% for M = 2, 4, and 6, re-
spectively. The temperature Tt also has the advantage
of being a constant in adiabatic shock flows and very
nearly constant across most boundary-layer and wake
flows. Furthermore,ρ2U2 = ρ∞U∞. These remarks lead
us to choose the references in the following way. Den-
sity and velocity are based on freestream conditions, also
called static conditions. Viscosity and thermal conduc-
tivity are based on the total temperature Tt, also called
the stagnation or reservoir temperature.

The temperature difference entering into the Nus-
selt number makes use of the recovery temperature Tr,
which is the temperature of the unheated wire placed
in the flow. It therefore resembles the temperature Ta
of the incoming flow at subsonic velocities. It is the
temperature above which an additional cooling by the
flow is possible. The useful dimensionless numbers are
therefore

Nut = Rw I2
w

πlkt(Tw − Tr)
, Ret = ρ∞U∞d

µt
,

M = M∞ = U∞√
γ RT∞/m

, (5.58)

where the subscript ‘t’ refers to an evaluation at the stag-
nation temperature, the subscript ‘∞’ at the freestream
static temperature, and the subscript ‘r’ at the recovery
temperature. R = 8314 J kg−1 K−1 is the universal gas
constant, and m the molar mass of the gas considered:
R/m = 287 for air, R/m = 2078 for helium.

A general heat-transfer law in supersonic flow is
therefore of the form

Nut = Nut(M,Ret, γ ,Θ) . (5.59)

The ratio γ is usually fixed in an experiment (γ = 1.4 for
air, γ = 1.66 for helium).Θ represents the wire tempera-
ture loading, denoted (Tw −Tr)/Tr by Kovasznay [5.116]

or Smits et al. [5.125], and Tw/Tr by Morkovin [5.100].
Some attempts to extract Θ from the Nusselt number
have been made in special cases, e.g., by Kovasz-
nay [5.116] for CCA, and by Smits et al. [5.125], Spina
and McGinley [5.108], or Weiss et al. [5.126] for CTA.
Keeping the general form (5.59) is much more rewarding
(Sect. 5.2.6).

Concerning the wire Reynolds number Ret, let us
be precise in that it is connected to the unit Reynolds
number of a wind tunnel, ReWT = ρ∞U∞/µ∞, by

Ret = ReWTd
µ∞
µt

= ReWTd

(
1+ γ −1

2
M2
)−0.765

. (5.60)

The wire resistance Rr at the recovery temperature
Tr, is also of special interest. Since an electric current,
even if very small, could modify the resistance Rr to be
measured, it is advisable to obtain Rr from the plot of
the measured hot-wire resistance Rw with the electric
power injected into the wire at different overheats and
extrapolating the curve towards zero dissipation [5.127].
It is also helpful to have some knowledge of the recovery
factor η and the ratio of Tr to Tt, which depends on both
the Mach and the Reynolds numbers for air flows, as

η= Tr

Tt
η= η(M,Ret) . (5.61)

Some physical insight of η is obtained when in-
troducing the Knudsen number. A Knudsen number
expresses the continuous or rarefied flow conditions.
Stalder et al. [5.128], using the kinetic theory of gases to
relate density, viscosity and sound speed in terms of mo-
lecular velocity and molecular mean free path, arrived
at the following very useful expression

Kn∞ = molecular mean free path

wire diameter
�
√
πγ

2

M

Re∞
,

(5.62)

where Re∞ = ρ∞U∞d/µ∞ is the freestream Reynolds
number for the wire. Here the freestream conditions
prevail as a Knudsen number expresses a geometric ratio.
The continuous regime is for Kn∞ ≤ 0.01. Slip flow is
characterized by 0.01 ≤ Kn∞ ≤ 1 and free molecular
flows exist for Kn∞ ≥ 1. Let us observe that, as η is
related to M, Ret, and R∞, it is superfluous to introduce
a Knudsen number in the Nusselt equation (5.59).

Values for η are reported by Laufer and McClel-
lan [5.59], Morkovin [5.100], and Baldwin et al. [5.121].
They are also available in Spina and McGin-
ley [5.108], Gaviglio [5.122], Dewey [5.120], and
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Stalder et al. [5.128]. In that work the recovery fac-
tor is denoted by r and is defined by Tr = T {1+[(γ −
1)/2]rM2}, but r can be connected to η by (5.56).

With some simplifications, η is roughly constant,η�
0.97±0.01 as long as M ≤ 2 and Kn∞ ≤ 0.2, and η rises
sharply with M and Kn∞ afterwards, reaching values of
around 1.15. For these η values in excess of one, Stalder
et al. [5.128] invoked the small amount of energy per
molecule transported from a body for the case of free-
molecule flow. For marked slip flows, Dewey [5.119]
could normalize η in terms of two analytical functions
that approach the free-molecule flow and the continuum
flow respectively. That expression is also available in
Eckert and Drake [5.103]. These results present even
more interest nowadays because of a large incentive for
hypersonic flights [5.108, 129].

Plots giving Nut in terms of Ret, with the additional
Knudsen number Kn∞ as a parameter, were prepared
by Baldwin et al. [5.121] as early as 1960. Similar
plots were drawn and supplemented with new data by
Dewey [5.120], and referenced afterwards by Finger-
son and Freymuth [5.50] and Eckert and Drake [5.103]
among others.

The Baldwin–Dewey diagram is reproduced in
Fig. 5.15. In the upper part of the figure, where the
values of the Nusselt number are large, the curves are
close to straight lines, Nut ∼ Re1/2

t with an additive con-
stant slightly decreasing with the Mach number. The
Knudsen number is less than 0.01, the fluid acts as
a continuum and the heat exchange is large. In the low-
est part of the figure, for large Knudsen numbers and
small Nusselt numbers, the Mach number dependence is
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Fig. 5.15 The Baldwin–Dewey dia-
gram for heat loss from hot wires
in compressible flows. The Nusselt
and Reynolds numbers are defined by
(5.58) (after [5.120, 121])

strongly represented as an important parameter. In this
regime, Nut becomes proportional to Ret rather than
Re1/2

t ; detailed values are available in Dewey [5.119].
When doing experiments, it is thus important to locate
the M,Ret, and Kn∞ values in these diagrams, and to
estimate the most appropriate exponent n for the Ret
number dependence.

A great simplification occurs when M ≥ 1.2: the
Nusselt number becomes independent of the Mach num-
ber, and the main remaining parameter is the Reynolds
number. Furthermore, if the Reynolds number stays rea-
sonably high, Ret ≥ 20, the flow is not too far from
continuum conditions, and the slope relating the Nusselt
number to the Reynolds number is close to 1/2.

All the heat-transfer laws we have just listed consti-
tute useful guidelines in different occasions: to interpret
calibration curves, see Sects. 5.2.4, 2.6, to obtain the
wire sensitivity coefficients to small turbulent fluctua-
tions, see the following sections, and to estimate the
time constant of a wire.

Wire Sensitivity Coefficients
for Subsonic Flows and Small Fluctuations

Fluctuations whose amplitude do not exceed 10% are
usually assimilated as small fluctuations. The fluctuat-
ing wire response may then be obtained by a first-order
Taylor expansion around a mean operating point. Fluctu-
ations are assumed to follow the tangent to the response
curve rather than the response curve itself. The slopes
which appear are then conveniently expressed in terms
of the dimensionless ratios (fluctuation)/(mean value).
The reason is that these ratios are directly connected to
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the logarithmic derivatives of the heat transfer laws. This
is the standard procedure in compressible flows, but for
introductory purposes it is useful to treat two subsonic
cases:

1. a single normal wire placed in a non-isothermal flow,
and

2. a yawed wire placed in an isothermal flow.

Single Normal Wire in Non-isothermal Flows. In
a subsonic incident flow with velocity and temperature
fluctuations u′

1 and θ ′
a around an operating point, U1, T a,

the response of a single normal wire can be expressed
as

r ′
w

Rw
= SCC

U1

u′
1

U1
+ SCC

Ta

θ ′
a

T a

for constant-current (CC) operation ,

i ′w
Iw

= SCT
U1

u′
1

U1
+ SCT

Ta

θ ′
a

T a

for constant-temperature (CT) operation ,

i ′w
Iw

= SCV
U1

u′
1

U1
+ SCV

Ta

θ ′
a

T a

for constant-voltage (CV) operation , (5.63)

where the factors S are the sensitivity coefficients.
The superscript (CC, CT, or CV) denotes the way
the hot-wire is operated and the subscript (U1 or
Ta) the nature of the flow parameter. For exam-
ple,

SCT
U1

= U1

Iw

(
∂ Iw

∂U1

)
at constant Rw and T a

(5.64)

or

SCV
Ta

= T a

Iw

(
∂ Iw

∂T a

)
at constant V w and U1 .

(5.65)

Note that (5.63) and the following equations in this
section refer only to the wire. The sensitivity coeffi-
cients based on the anemometer outputs are considered
in Sect. 5.2.3 as the components of the electronic circuits
are implied in their expressions.

The S coefficients introduced in (5.63) are obtained
by taking the derivative of (5.48), in which U0.50 can
be more generally written Un to permit some deviation
from the simple square-root law.

First, we assume that A and that B do not depend on
Ta. This gives

dRw

Rw
+2

dIw

Iw
− Rw

Rw − Ra

dRw

Rw

= n
BU1

n

A + BU1
n

dU1

U1
− Ra

Rw − Ra

dTa

T a
. (5.66)

Inserting into (5.66) the R(T ) relation specified by
(5.36) and the wire overheat ratio aw defined by (5.37)
yields

− 1

aw

dRw

Rw
+2

dIw

Iw

= n
BU1

n

A + BU1
n

dU1

U1
− χT a

1+χ(T a − T0)

dTa

T a
. (5.67)

This equation is advantageously valid no matter how the
wire is operated. The constraint relative to the chosen
type of anemometer can now be introduced, i. e.,

dIw

Iw
= 0 for CC ,

dRw

Rw
= 0 for CT ,

dRw

Rw
+ dIw

Iw
= 0 for CV . (5.68)

Finally, noting the fluctuations r ′
w = dRw, i ′w =

dIw, u′
1 = dU1, and θ ′

a = dTa, yields

SCC
U1

= −aw
nBU1

n

A + BU1
n ,

SCC
Ta

= χT a

1+χ(T a − T0)

SCT
U1

= 1

2

nBU1
n

A + BU1
n ,

SCT
Ta

= − 1

2aw

χT a

1+χ(T a − T0)

SCV
U1

= aw

1+2aw

nBU1
n

A + BU1
n ,

SCV
Ta

= − 1

1+2aw

χT a

1+χ(T a − T0)
. (5.69)

Figure 5.16 shows the dependence of the coeffi-
cients S as a function of the mean wire overheat aw,
for n = 1/2. One can observe the very large sensitivity
of a wire to temperature for CT operation at small over-
heats. Regarding the SCV sensitivities, which are smaller
than the SCC or SCT values, one should remember that
the S given by (5.69) refer only to the wire. The effect
of the complete electronic circuits will be examined in
Sect. 5.2.3.
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Equation (5.67) also permits one to derive the re-
lations that exist between the wire sensitivities of the
three anemometers, whatever the turbulent fluctuation
considered

SCT = − 1

2aw
SCC , SCV = − 1

1+2aw
SCC ,

SCV = 2aw

1+2aw
SCT . (5.70)

If a temperature loading factor m is introduced,
see (5.44), a similar development can be conducted.
Equation (5.67) then takes the modified form

− 1

aw
(1+ ε)

dRw

Rw
+2

dIw

Iw

= n
BU1

n

A + BU1
n

dU1

U1

− χT a

1+χ(T a − T0)
(1+ ε)

dTa

T a
, (5.71)

where ε = maw(1+aw)/(2+aw). The sensitivity coef-
ficients, denoted by a star with the temperature load
included, become

SCC�

U1
= SCC

U1
(1+ ε)−1 , SCC�

Ta
= SCC

Ta

SCT�
U1

= SCT
U1

, SCT�
Ta

= SCT
Ta

(1+ ε)

SCV�

U1
= SCV

U1

(
1+ ε

1+2aw

)−1

,

SCV�

Ta
= SCV

Ta
(1+ ε)

(
1+ ε

1+2aw

)−1

. (5.72)
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Fig. 5.16a,b Sensitivity coefficients in subsonic flows, (a) to veloc-
ity fluctuations, (b) to ambient temperature fluctuations, for a wire
operated in constant-current, constant-temperature, or constant-
voltage mode

Corrective terms appear more or less on all anemome-
ters, but they are at most 2m/3 when aw = 1, and even
smaller for a CV-operated wire.

Finally, if the dependence of A and B on the
fluid temperature is introduced, as suggested by (5.50),
a similar development can be conducted and yields, for
example,

SCC
Ta

= χT a

1+χ(T a − T0)
−0.80aw

A

A + BU
n . (5.73)

The difference with the value indicated in (5.69) is
therefore negligible at high velocities and low overheat
ratios.

Yawed Wire in Isothermal Flows. For a wire yawed at
an angle θ on x2, see Fig. 5.13, the velocity cooling the
wire is now U1 cos θ−U2 sin θ. The sensitivity coeffi-
cient to U1 and U2 can be defined for small-amplitude
fluctuations and obtained by deriving (5.48) with respect
to U1 and U2 for a fixed θ. This gives

r ′
w

Rw
or

i ′w
Iw

= SU1 (yawed wire)
u′

1

U1
+ SU2 (yawed wire)

u′
2

U1
(5.74)

with

SU1 (yawed wire) = SU1 (normal wire) (5.75)

and

SU2 (yawed wire) = −SU1 (yawed wire) tan θ .
(5.76)

Wire Sensitivity Coefficients
for Compressible Flows and Small Fluctuations

In a compressible flow, a single wire placed normal to the
incident flow responds to changes in three fundamental
variables, velocity U , density ρ, and total temperature
Tt. However, other triplets of variables can be used and
they will also be examined.

Use of ρ, U, Tt. Morkovin [5.100] established the ex-
pressions of the sensitivity coefficient to ρ, U , and Tt
variables by taking the logarithmic derivative of the
general equation (5.59). For newcomers to the field,
Bradshaw [5.46] gave a clear view for a CT-operated
wire and the benefit of using log derivatives. The alge-
bra for the derivation is straightforward, but rather long.

Part
B

5
.2



Velocity, Vorticity, and Mach Number 5.2 Thermal Anemometry 243

One has to use the definitions of Nut,Ret and M given by
(5.58), and two additional basic aerodynamic relations

M2 = U2/c2
t

1− (γ −1)U2/2c2
t

dM

M
= 1

α

(
dU

U
− 1

2

dTt

Tt

)
(5.77)

with

c2
t = γ

RTt

m
, and α = 1+ γ −1

2
M2 . (5.78)

Morkovin treated the CC and CT cases separately,
but a unified approach is possible, which can moreover
encompass the CV case as well. This general equation
is

− 1

Aw

dRw

Rw
+2

dIw

Iw

= (X)
dρ

ρ
+ (XX)

dU

U
+ (XXX)

dTt

T t
(5.79)

with

(X) = Ret

Nut

∂Nut

∂Ret
− 1

aw

Ret

η

∂η

∂Ret

(XX) = Ret

Nut

∂Nut

∂Ret
+ 1

α

M

Nut

∂Nut

∂M

− 1

aw

Ret

η

∂η

∂Ret
− 1

aw

1

α

M

η

∂η

∂M

(XXX) = nt +1− 1+ Aw

Aw
χ ′ −mt

Ret

Nut

∂Nut

∂Ret

− 1

2α

M

Nut

∂Nut

∂M
+mt

1

aw

Ret

η

∂η

∂Ret

+ 1

2α

1

aw

M

η

∂η

∂M
where χ ′ is the exponent of a power law for the temper-
ature dependence of the wire resistance

Rw

R0
=
(

Tw

T0

)χ ′

, χ ′=1.15 when χ=0.0041 K−1 ,

χ ′=1.05 when χ=0.0036 K−1

(5.80)

and is hence advantageously close to one. The χ ′
values are deduced from χ and (5.36) by a simple
Matlab routine; mt and nt denote the power exponents
for the temperature dependence of viscosity and ther-
mal conductivity, already introduced in (5.47), hence
mt � 0.765, and nt � 0.885. Finally, Aw is a generalized
overheat parameter defined by

Aw = 1

2

Iw

Rw

(
∂Rw

∂ Iw

)
at constant flow . (5.81)

The factor Aw depends on the wire overheat ratio aw
and its determination is examined later in this section.

The interesting characteristic of (5.79) is that the
left-hand side concerns the wire, and the right-hand side
concerns the flow, once the wire overheat ratio aw is
chosen. This form is similar to that which was developed
earlier for subsonic flows (5.67). It therefore permits
the treatment of any anemometer type, CCA, CTA or
CVA. The appropriate constraint, listed in (5.68), has
to be taken into account. This leads to the following
expressions for the sensitivity coefficients at the wire
level

SCC
ρ = −Aw(X) , SCT

ρ = 1

2
(X) ,

SCV
ρ = Aw

1+2Aw
(X) ,

SCC
U = −Aw(XX) , SCT

U = 1

2
(XX) ,

SCV
U = Aw

1+2Aw
(XX) ,

SCC
Tt

= −Aw(XXX) , SCT
Tt

= 1

2
(XXX) ,

SCV
Tt

= Aw

1+2Aw
(XXX) . (5.82)

Obviously, the quantities (X), (XX) and (XXX) are
complex, but a few remarks are helpful:

1. The leading term is the derivative of the Nusselt num-
ber with respect to the Reynolds number. This term
has already been obtained at low subsonic speed.
Moreover, if the temperature dependence of the
physical properties are neglected, i. e., mt = nt = 0,
and if the wire overheat stays less than about 0.50,
then Aw = aw, and the relations (5.69) are recovered.

2. The recovery factor η can often be taken as a con-
stant, unless one works in a rarefied gas. The
derivatives of η relative to the Mach and Reynolds
numbers can then be neglected. Morkovin [5.100]
estimated that the error is often less than 6%.

3. When the Mach number is greater than 1.2, the
Baldwin–Dewey plots [5.119, 121], sketched in
Fig. 5.15, show that the heat transfer no longer de-
pends on the Mach number. Furthermore, there is
the simple relation Sρ = SU = ŜρU concerning the
sensitivity coefficients.

4. When the Mach number is in the range 0.5–1.2,
one has to estimate the log derivative of the Nus-
selt number with respect to the Mach number, in
addition to the usual Nusselt dependence on the
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Reynolds number. Using Fig. 5.15, one can appre-
ciate this Mach number effect, by noting the Nusselt
number change along a parallel to the ordinate axis
at the chosen Reynolds number. For example, for
Ret � 20 and around M = 0.90, the Nusselt number
decreases by about 15%. Incidentally, the values re-
ported by Morkovin [5.100] in his Fig. VI-2 are much
too high. Baldwin et al. [5.121] also referred to an
earlier work by Scadron and Warshawsky [5.130]
and pointed out that a possible correlation could be
Nut = 0.431Re0.50

t (1+ M2)−0.50.

Use of ρU, M, Tt. This ρU , M, Tt triplet is the favorite
for experimentalists because of the direct presence of
the Mach number, which is the key parameter of any
experiment. The sensitivity coefficients fitting that new
group, noted Ŝ, can be related to the S defined by (5.82).
Writing the differential response for any anemometer,
we have on one hand

r ′
w

Rw
or

i ′w
Iw

= ρ

Rw

∂Rw

∂ρ︸ ︷︷ ︸
Sρ

dρ

ρ
+ U

Rw

∂Rw

∂U︸ ︷︷ ︸
SU

dU

U
+ T t

Rw

∂Rw

∂T t︸ ︷︷ ︸
STt

dTt

T t

(5.83)

and on the other hand

r ′
w

Rw
or

i ′w
Iw

= ρU

Rw

∂Rw

∂(ρU)︸ ︷︷ ︸
ŜρU

d(ρU)

ρU
+ M

Rw

∂Rw

∂M︸ ︷︷ ︸
ŜM

dM

M

+ T t

Rw

∂Rw

∂T t︸ ︷︷ ︸
ŜTt

dTt

T t
. (5.84)

In (5.84), d(ρU) can be developed and dM transformed
using (5.77), hence

r ′
w

Rw
or

i ′w
Iw

= ŜρU

(
dρ

ρ
+ dU

U

)

+ ŜM
1

α

(
dU

U
− 1

2

dTt

T t

)
+ ŜTt

dTt

T t
(5.85)

and identifying with (5.83) gives

ŜρU = Sρ

ŜM = α(SU − Sρ)

ŜTt = STt +
1

2
(SU − Sρ) . (5.86)

The most interesting result is that, when M ≥ 1.2
and η� 1, the derivatives involving M and η in (X) and
(XX) are negligible, and (5.86) simply become

ŜρU = Sρ = SU , ŜM = 0 , ŜTt = STt . (5.87)

In fact, this result seems to hold already in transonic
flows. Using a CC-operated wire, Barre et al. [5.123]
and Dupont and Debiève [5.131] did a complete survey
in the freestream of a wind tunnel for 0.7 ≤ M ≤ 2.3,
4 ≤ Ret ≤ 20, 0 ≤ aw ≤ 0.50. Using a CT-operated wire,
Horstman and Rose [5.132] reported experiments in
a transonic boundary layer and found that Sρ � SU
holds even for Ret ≤ 20 and aw ≥ 0.50. Similar results
were obtained by Jones et al. [5.133] who investigated
the Mach number range 0.05 ≤ M ≤ 1.0 in a specially
designed probe calibration tunnel [5.134].

In these conditions, a hot-wire response simplifies
to

r ′
w

Rw
or

i ′w
Iw

= ŜρU
d(ρU)

ρU
+ ŜTt

dTt

T t
. (5.88)

Operating a normal wire at different overheats mod-
ifies the relative ratio between ŜρU and ŜTt . With one
wire, one can obtain the variances and the correlation
coefficient for the fluctuations d(ρU) and dTt. This re-
quires a minimum of three values of aw, but a larger
number, around ten, allows the use of a polyfit tech-
nique and yields greater accuracy. This approach is used
in many supersonic experiments [5.127, 135]. An auto-
mated stepping procedure to change aw was developed
by Walker et al. [5.136], Weiss et al. [5.126], or Norris
and Chokani [5.137]. With two wires, placed in the close
vicinity of each other, the instantaneous values of ρU(t)
and Tt(t) can be obtained and recorded [5.124,136,138].
These quantities are most useful when comparisons are
made with turbulence predictions, because the density-
weighted averages introduced by Favre are of common
use in compressible flows [5.77].

The separation of ρ and U fluctuations remains diffi-
cult, however, even when several wires are used, because
of the inherent equality Sρ = SU , which makes the re-
duction matrix singular. Nevertheless, in some cases,
it would be beneficial to know the velocity fluctua-
tions themselves, for example when comparing hot-wire
anemometry to Doppler laser velocimetry or to particle
image velocimetry. Physical assumptions are therefore
needed.

For example, in a boundary layer, the strong
Reynolds analogy, suggested by Morkovin [5.139], Gav-
iglio [5.122, 140], or Smith and Smits [5.138] is most
useful. It states that when a fluid particle leaves the wall
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region where hot and slow motions prevail it carries
with it a positive temperature fluctuation T ′ > 0, hence
ρ′ < 0, and a negative longitudinal velocity fluctuation
u′ < 0, so that the correlation between ρ′ and u′ is high
and positive

ρ′u′ � 0.80

√
ρ′2
√

u′2 . (5.89)

In addition, the assumption of a constant stagnation tem-
perature and constant static pressure permits one to relate
the root-mean-square (rms) values of ρ′ and u′ by√

ρ′2

ρ
= (γ −1)M2

√
u′2

U
. (5.90)

The Kovasznay Modes. Another triplet of fundamental
variables are the modes introduced by Kovasznay [5.91]
and extensively used by Morkovin [5.100]: the vorticity
mode ω, the entropy (spotiness) mode σ, and the acoustic
mode π. The sensitivity coefficients of a wire to each
of these modes, denoted by a double hat, can also be
expressed in terms of the sensitivity coefficients S given
by (5.82), independently of the anemometer type, by

ˆ̂Sσ = −Sρ +αSTt ,

ˆ̂Sω = SU +α(γ −1)M2STt ,

ˆ̂Sπ = Sρ + nx

M
SU +α(γ −1)(1+nx Mx)STt , (5.91)

where nx is the direction of the sound wave.
Use of the Kovasznay modes allows reasonable as-

sumptions to be made. For example in the freestream of
wind tunnels, sound waves predominate, due to sound ra-
diation from the supersonic, turbulent, boundary layer on
the nozzle walls [5.126]. Temperature spottiness, lead-
ing to an entropy mode, comes from incomplete mixing
in upstream reservoirs of high-speed wind tunnels.

The General Overheat Aw. The parameter Aw, which
expresses the temperature load of the wire, is easily
obtained from Rw and Iw measurements at different
overheat values aw, if the flow conditions are unchanged,
see (5.81) and Morkovin [5.100]. A series of 10–12
values is needed to accurately compute the derivative
involved in the definition of Aw.

Most importantly, the factor Aw does not depend
on the anemometer type. For example, it is possible to
compute Aw in the Smits et al. experiments [5.125],
although this was not explicitly done by the authors.
Indeed, the SCT

Tt
coefficient given by (5.82) should be

the same as that which can be deduced from any other
explicit relation. In particular, Smits et al. [5.125] wrote

Nut = A f (τ)+ Bg(τ)Ren
t , (5.92)

with

f = 1−0.65τ , g = 1−0.085τ ,

τ = (Tw − Tr)

Tt
. (5.93)

Therefore, we have on one hand, from (5.82)

SCT
Tt

= nt +1− 1+ Aw

Aw
χ ′ −nmt

BgRen
t

A f + BgRen
t

(5.94)

and on the other hand, from (5.92) and (5.93)

SCT
Tt

= nt − η

τ
− (η+ τ)

A f ′ + Bg′Ren
t

A f + BgRen
t

−nmt
BgRen

t

A f + BgRen
t
, (5.95)

where τ = ηaw and η+ τ = η(1+aw). After identifica-
tion, the choice of Ret = 85, and the use of the fitted
values A = 0.27, B = 0.35 and n = 0.55, one obtains
for Aw

1

Aw
= −1

+ 1

χ ′

[
1

aw
−η(1+aw)

0.518

4.30−0.48aw
+1

]
.

(5.96)

Equation (5.96) advantageously makes Aw an ex-
plicit function of aw. Figure 5.17 indicates the results
deduced from this equation, assuming χ ′ = 1 and
η� 0.95. Other experimental data by Morkovin [5.100],
Comte-Bellot and Sarma [5.127], or Weiss et al. [5.141]
are also reported, concerning CC-, CT-, or CV-operated
wires. Very clearly, Aw � aw as long as aw ≤ 0.50, and
Aw > aw when aw ≥ 0.50.

The increase of Aw with aw corresponds to a de-
crease of the Nusselt number. This decrease is made
explicit by Smits et al. [5.125] by means of the two
functions f and g. The fitted values of A and B already
used above give a relative decrease of Nut from 1.0 to
0.88 when aw increases from 0 to 1. Spina and McGin-
ley [5.108] also observed a very strong Nut variation
in a Mach 10 helium tunnel, with g = 1−0.50τ . Weiss
et al. [5.126] in the freestream of a Mach 2.54 wind
tunnel found f � 1−0.72τ and g � 1−0.18τ .

The temperature load that has just been considered
appears to act in a way which is opposite to that we have
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indicated for subsonic flows when the film temperature
is used (5.45). Indeed expressing the physical properties
at the film temperature Tf = (Tw + Ta)/2 rather than at
Ta leads to Nuf < Nua and the need to adjust the factor
(Tf/Ta)0.17.

Practical Values of the Sensitivity Coefficients for
Supersonic Flows. For sufficiently large Mach and
Reynolds numbers and a continuum flow, the sensitivity
coefficients can be obtained from (5.86) and (5.82) with
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Fig. 5.17 The factor Aw as a function of the overheat ratio aw: stars:
CCA Morkovin [5.100], circles: CCA and CVA Comte-Bellot and
Sarma [5.127], pluses: CTA and CVA, Weiss et al. [5.141], line:
(5.96)
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Fig. 5.18a,b Sensitivity coefficients in supersonic flows when M >

1.2, (a) to velocity or mass flux fluctuations, (b) to total temperature,
for a wire operated in constant-current, constant-temperature, or
constant-voltage mode

the appropriate simplifications listed in point 3. after
(5.82). Hence

(X) = (XX) = 1

2
and

(XXX) = nt +1− 1+ Aw

Aw
χ ′ − 1

2
mt . (5.97)

In practice, one has only to measure Aw according to
(5.81) or to use Fig. 5.17. For air nt = 0.885, mt = 0.765,
and for a tungsten wire χ ′ � 1.10.

The sensitivity coefficients that can be expected
in compressible flows are indicated in Fig. 5.18.
For CC- and CT-operated wires, the curves agree
with experimental data collected by Gaviglio [5.122],
Bonnet [5.92], Smits et al. [5.125], and Smits and
Dussauge [5.142]. Similar results have been estab-
lished by Kosinov [5.143]. Extension to the CV-operated
wire is therefore permitted from (5.82) on the same
basis. In these data, convective heat transfer rates
are important. When this is not the case, discrepan-
cies may occur, because of thermal conduction end
losses, as indicated by Ko et al. [5.144] among oth-
ers.

Time Constant for Small Fluctuations
When thermal energy is unsteadily stored in a wire, the
instantaneous heat balance (5.39) has to be rewritten as

mwcw
dTw

dt
= (Rw − Ra)I2

w −Φconv(Tw − Ta)+ Ra I2
w , (5.98)

where mw is the wire mass, and cw is the heat capacity
of the material constituting the wire. As a consequence
the wire does not respond instantaneously to the forcing
function Φconv. The difference between the response of
an ideal wire, devoid of heat capacity, and the response of
a CC-, CT-, or CV-operated wire, is therefore essential.
Moreover, the amplitude of the turbulent fluctuation is
an important parameter. We therefore consider the case
of small-amplitude fluctuations in this section and the
general case in the next section.

Constant-Current Operation. The thermal balance of
an ideal wire having the same cold resistance Ra and
heated with the same current intensity Iw as the real
wire is

0 = (R�
w − Ra)I2

w −Φconv(T �
w − Ta)+ Ra I2

w , (5.99)

where T �
w and R�

w are the instantaneous temperature and
resistance of this ideal wire, respectively. Substituting
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Φconv from (5.98) into (5.99), and using the R(T ) relation
specified by (5.36) gives

mwcw

χR0

1

I2
w

1

Ra

dRw

dt
+ Rw − Ra

R�
w − Ra

= 1 . (5.100)

The resistance Rw is therefore related to R�
w by a first-

order linear differential equation, where one coefficient,
R�

w − Ra, is a random function of time.
For small-amplitude fluctuations, i. e.,

Rw = Rw +r ′
w with r ′

w � Rw and

R�
w = R

�

w +r
′�
w with r

′�
w � R

�

w , (5.101)

a first-order expansion of (5.100) gives Rw = R
�

w and

MCC
w

dr ′
w

dt
+r ′

w = r ′�
w with

MCC
w = mwcw

χR0

1

I2
w

Rw − Ra

Ra
. (5.102)

The response to a step function is an exponential, and
the simplest notion of a time constant MCC

w applies. The
amplitude attenuation is therefore given by

[
1+ω2(MCC

w

)2]−1/2
,

or −20 dB/decade, or −6 dB/octave .

Often, MCC
w is simply denoted Mw. Furthermore, the

wire Nusselt number can be introduced in (5.102) in
place of I2

w. This leads to the compact form

MCC
w = (1+aw)

d2

4

ρwcw

ka

1

Nua
. (5.103)

For aw � 0, the expression (5.103) was already obtained
by Scadron and Warshasky [5.130] when working on
thermocouples. Nua can be measured or estimated us-
ing a heat-transfer law, e.g., Kramers law valid for air
or liquids (5.46). The wire characteristics are listed in
Table 5.1 and the fluid and/or substrate properties in
Table 5.2. For example, MCC

w � 0.50 ms for a 5 µm tung-
sten wire, operated at aw = 0.80 in a U = 50 m/s air
flow. The amplitude attenuation is then around −30 dB
at 10 kHz. Direct measurements of MCC

w are discussed
in Sect. 5.2.3.

Regarding the dependence of MCC
w on the wire diam-

eter at a given velocity, (5.103) leads to the approximate
form MCC

w ∼ d3/2.
For a cylindrical hot-film sensor, the frequency re-

sponse was analyzed by Lowell and Patton, as early

as 1955, and by Kidron [5.145]. When the bulk of the
cylinder responds as a whole, ρwcw can be replaced
by ρscs in (5.103), where the subscript ‘s’ refers to the
substrate. Useful properties for the substrate are indi-
cated in Table 5.2, especially the thermal conductivity
ks. For example, MCC

film � 4.0 ms for a 25 µm cylindri-
cal hot-film, with a quartz core, operated at aw = 0.80
in a U = 50 m/s air flow. This film needs therefore an
important frequency correction. In water, the situation
is greatly improved because of a substantial increase
of the heat transfer rate due to water’s larger thermal
conductivity. For example, MCC

film = 0.17 ms for a 50 µm
film placed in a U = 2 m/s water flow and operated at
aw = 0.10.

When hot-films are placed on wedges, the re-
sponse becomes more complicated because part of the
thermal energy through the wire leaks towards the
substrate. Bellhouse and Schultz [5.146] investigated
a one-dimensional case where the heat loss takes place
along a normal to the substrate. They clearly pointed
out that the dynamic sensitivity cannot be obtained from
a steady flow calibration. Brison et al. [5.147] consid-
ered a two-dimensional case, where the thermal transfer
may also take place in the longitudinal direction. They
showed, in particular, that a film should not be placed
too close to the stagnation point of a wedge, because
the high transfer rates to the external flow which prevail
in that region serve as a heat sink for the substrate and
therefore for the film.

Constant-Temperature Operation. In principle, since
Rw is maintained constant whatever the flow conditions,
the time constant concept is not required for an ide-
alized CTA. However, since the condition of constant
resistance can only be maintained by an appropriate elec-
tronic circuit, the way this circuit handles that function
is an essential aspect of the actual CTA. This topic is
considered in Sect. 5.2.3.

Constant-Voltage Operation. The real wire now has
to respect Rw Iw = Vw, and the ideal wire R�

w I�w = Vw,
with Vw = constant. Equation (5.98) keeps its form, and
(5.99) becomes

0 = (R�
w − Ra)I�2

w −Φconv(T �
w − Ta)+ Ra I�2

w .

(5.104)

Combining (5.98) and (5.104) yields

1

V 2
w

mwcw

χR0

dRw

dt
= 1

Rw
− 1

R�
w

Rw − Ra

R�
w − Ra

. (5.105)
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For small-amplitude fluctuations, a first-order ex-
pansion gives Rw = R

�

w, Iw = I
�

w, and

MCV
w

dr ′
w

dt
+r ′

w = r ′�
w (5.106)

with, for the new time constant,

MCV
w = ρwcw

χR0

1

I
2
w

(Rw − Ra)

2Rw − Ra
= MCC

w

1+2aw
. (5.107)

Equation (5.107) clearly shows that MCV
w is smaller

than MCC
w . This result was anticipated by Sarma [5.148]

and established by Comte-Bellot [5.55] and Comte-
Bellot and Sarma [5.127]. Sarma [5.149] and Reimann
et al. [5.150] explained that, if Rw decreases due to flow,
Iw increases, and this increased Iw partially restores the
hot-wire resistance. These small MCV

w values constitute
a noticeable benefit in favor of the CV operation. For
example, for the 5 µm tungsten wire considered above,
MCV

w goes down from 0.50 ms to 0.19 ms at aw = 0.80.
Figure 5.19 reports results obtained in supersonic con-
ditions.

Dynamic Nonlinearity: Large Fluctuations
Constant-Current Operation. Equation (5.100) cannot
be linearized when the turbulent fluctuations present
large amplitudes. Corrsin [5.45] pointed out that higher
harmonics are generated by parametric excitation be-
cause of the coefficient (R�

w − Ra), which is a random
function of time. Using Fourier series, he computed
the amplitude and phase of the second harmonic that
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Fig. 5.19 Time constant for a CCA- and CVA-operated
wire in supersonic flows (after Comte-Bellot and
Sarma [5.127]). At similar Re and āW, MCV

W < MCC
W (5.107)

appears for a sinusoidal input. Extension to random sig-
nals featuring turbulence was made by Comte-Bellot and
Schon [5.151] on an analog computer. Obviously, the
electronic compensation circuit of a CCA cannot dis-
criminate between the true turbulence components and
the wrong higher harmonics due to the wire behavior.
As a consequence, errors on odd turbulence moments
are large, such as on the skewness factors which are
third-order moments. Nowadays, (5.100) can easily be
solved by a Matlab procedure. Results are presented in
Sect. 5.2.3.

Constant-Temperature Operation. Similarly to Sect.
5.2.2, the role of the electronic circuit is crucial, see
Sect. 5.2.3.

Constant-Voltage Operation. For large-amplitude fluc-
tuations, the full equation (5.105) has to be considered
and higher harmonics could be generated. A systematic
analysis has however not yet been performed. See also
Sect. 5.2.3.

Sensors of Finite Length – End Losses
A real hot-wire is held by supports that are at ambient or
near-ambient temperature, see Fig. 5.20. Thermal con-
duction can therefore take place axially along the wire
towards the supports, resulting in a marked temperature
maximum near the middle of the wire. This behavior
was clearly illustrated by Champagne et al. [5.152] who
deduced the temperature profile along a wire from its
infrared emission. Very simply, one can observe a wire
under a magnifying glass while gradually increasing the
heating current intensity. The central part of the wire is
the first to turn red.

The partial differential equation governing the tem-
perature T at a location ξ3 along the wire or the stubs
is determined by the local heat balance between the

� ��
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Fig. 5.20 Sketch of a short wire with stubs and prongs
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ohmic heating, the convective cooling, and the axial heat
conduction. This balance, which is presented in most re-
views on hot-wire anemometry [5.49, 51, 52], may be
written

ρc
πd2

4

∂T

∂t

= R1 I2
w −Nu1πka(T − Ta)+ πd2

4
k
∂2T

∂ξ3
2 . (5.108)

This is an extension of (5.39), the axial conduction
towards the supports now being introduced. The sub-
script ‘w’ has been dropped to generalize (5.108) for
a point located on the wire as well as on the stubs.
Hence, d is the wire diameter dw when ξ3 concerns the
wire, and the stub diameter ds when ξ3 concerns one of
the two stubs, and similarly for the thermal conductiv-
ity k, the specific heat c, and the Nusselt number, which
involves a Reynolds number based on the wire (or stub)
diameter. The subscript ‘1’ refers to a value per unit
length (not to be confused with the top resistance of the
Wheatstone bridge). The subscript ‘w’ is kept only for
Iw as the current intensity is the same through the wire
and the stubs.

The spatial average of R1 over the wire and the
stubs constitutes the input to the anemometer whatever
its type, CCA, CTA, or CVA. This average is noted 〈R〉
and is given by

〈R〉 =
+s+l/2∫

−s−l/2

R1(ξ3)dξ3 . (5.109)

It is therefore very important to examine how T and
R1 are distributed along the wire and the stubs, when
the main parameters are changed, such as changes in the
material, the wire aspect ratio, the relative importance of
the stubs, the flow velocity normal to the wire, the flow
temperature, and the current intensity through the wire.

Equation (5.108) can be rewritten in a compact form
as

τ
∂T

∂t
= ∂2T

∂ξ2
3

−C(T − Ta)+ D , (5.110)

where

τ = ρc

k
, C = 4

(
Nu1

ka

k
− χR01

πk
I2
w

)
1

d2
,

D = 4Ra1
1

πk
I2
w

1

d2 . (5.111)

R01 is the wire (or stub) resistance per unit length at the
reference temperature T0. Similarly Ra1 is the wire (or

stub) resistance per unit length at the flow temperature
Ta, and Nu1 = R1 I2

w/πka(T − Ta) is the local Nusselt
number per unit length. Locally, Nu1 is assumed to be
that of a long wire, as indicated for subsonic and super-
sonic flows in Sect. 5.2.2. The incident velocity therefore
occurs in the factor C, the incident flow temperature in
the factor D, and the wire current as well as the wire
diameter in the two factors C and D.

The basic case of a wire directly soldered onto rela-
tively massive prongs, which can be assumed to stay
at temperature Ta, can be treated analytically when
the incident flow is steady, uniform and isothermal.
This was investigated very early by Betchov [5.153],
Corrsin [5.45] or Davies and Fisher [5.58]. The solution
of (5.110) that verifies the boundary conditions T = Ta
for ξ3 = ±l/2 gives the temperature profile T (ξ3)

T (ξ3)− Ta = D

C

(
1− cosh

√
Cξ3

cosh
√

Cl/2

)
. (5.112)

One can observe from (5.110) that the factor D/C is the
temperature difference (T − Ta) which would be estab-
lished for an infinitely long wire. The space average of
T (ξ3) along the wire is

〈T 〉− Ta = D

C

(
1− tanh

√
Cl/2√

Cl/2

)
. (5.113)
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Fig. 5.21 Temperature distribution along a wire placed in a uniform
perpendicular flow for different Biot numbers Bi = √

Cl/2 with C
defined by (5.111). Both ends are assumed to be at the ambient
temperature Ta
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Table 5.3 Steady end losses for different wires and flows, according to (5.114) when 〈a〉 = 0.80

Velocity Material l (mm) d (µm) l/d Ret Nut R01 Iw (mA) Bi = √
Cl/2 εth (%)

(m/s) (�/m)

Air

30 Pt 1 2.5 400 5 1.5 22400 25 3.7 7.5

30 Pt 2 5 400 10 2.0 5600 57 8.4 6.5

30 Pt 1 5 200 10 2.0 5600 57 4.2 13

30 W 1 2.5 400 5 1.5 11200 33 4.7 12

30 W 2 5 400 10 2.0 2800 75 5.4 11

30 W 1 5 200 10 2.0 2800 75 2.7 20

60 W 2 5 400 20 2.7 2800 87 6.2 9

10 W 2 5 400 5 1.5 2800 66 2.3 20
a M = 2.5a W 1.2 5 240 20 1.5 2800 65 2.8 20
b M = 6 W 1.2 5 240 7 0.7 2800 60 1.1 38

Helium
c M = 10 W 1.2 5 240 15 1 2800 135 5.4 10

The supersonic conditions are: a Tt � 293 K and pt � 1 × 105 Pa [5.141]; b Tt � 450 K and pt � 9 × 105 Pa [5.129]; and c Tt �
300 K and pt � 25 × 105 Pa [5.108]

Figure 5.21 shows the temperature profile along
a wire, according to (5.112) for different values of√

Cl/2, and the corresponding mean values given by
(5.113). For the anemometer, the change in 〈R〉, which
is related to the change in 〈T 〉 by 〈R〉 = Ra +χR0(〈T 〉−
Ta), is the quantity of interest.

The heat loss q to both supports can be deduced from
(5.112)

q = −2kw
πd2

4

∂T

∂ξ3

∣∣∣∣
ξ3=l/2

= 2kw
πd2

4
D

tanh
√

Cl/2√
C

(5.114)

and the fraction εth relative to the input ohmic heating is

εth = q

〈R〉I2
w

= 1

1+〈a〉
tanh

√
Cl/2√

Cl/2
, (5.115)

where 〈a〉 = (〈R〉− Ra)/Ra.
The dimensionless quantity

√
Cl/2 is the Biot num-

ber Bi. It expresses the ratio between the heat-transfer
coefficient of a solid at its surface and the heat conduc-
tance to the center of the solid (it is most important in
food processing). Here it is based on the half-wire length
l/2 and should be as large as possible to favor the cool-
ing of the wire by the incident flow. Referring to the
definition of C (5.111), one sees that

√
Cl/2 depends on

l/d as well as on the flow conditions and the wire diam-
eter. In practice one therefore has to consider both l/d

and
√

Cl/2. In other words, a long wire involves more
than the unique condition l/d → ∞.

Estimates of εth are given in Table 5.3 for differ-
ent wires and flows. Use is made of the physical data
listed in Table 5.2, of Kramers’ law (5.46) for subsonic
flows, and of the Baldwin–Dewey diagram for super-
sonic flows, Fig. 5.15. Table 5.3 clearly shows that end
losses become large when the Nusselt number decreases.
This is the case for low-density flows. Dewey [5.119],
Davies and Fisher [5.58], and Lord [5.154] studied this
interesting case, even carrying out experiments in a vac-
uum. Lord [5.154] established a correction which can
be applied during calibration. It was later used with suc-
cess by Ko et al. [5.144]. Pitts and McCaffrey [5.107]
also did a careful analysis of end losses for tungsten
wires, d = 4 µm, l = 1.25 mm, and 0.1 µm-thick plat-
inum films on quartz cylinders, d = 50 µm, l = 1 mm, in
air and many other gases for a Reynolds number range
of 2–35. The end losses were analyzed in terms of the
A and B variations in King’s law. These results con-
firm that Nu∞ for a wire of infinite length is always
less than Num for a wire of finite length. The fractional
decrease of A from A∞ to Am is very important, on
the order of 50%; the fractional decrease of B stays
around 5%.

When stubs exist between the wire and the prongs,
the topic is conveniently investigated using a numeri-
cal technique to solve (5.108) or (5.110). Morris and
Foss [5.155] studied a 1 mm active region of a 5 µm tung-
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sten filament with 50 µm copper-plated stubs, where the
velocity was 7.5 m/s and 〈a〉 = 0.7. They found that the
temperature at the end of the sensor was 13.2 K above
ambient and the mean wire temperature was 210 K above
ambient. Li et al. [5.156] studied longer stubs and dif-
ferent wires, and obtained in some cases a temperature
60 K above ambient for the stubs, close to that measured
by Champagne et al. [5.152].

Recently, Löfdahl et al. [5.157] computed the tem-
perature distribution along a MEMS-fabricated hot-wire
sensor. The wire length was 400 µm, its cross section
was 2 µm × 2 µm, and the supports were 100 µm long
with a cross section of 2 µm × 20 µm. A nonuniform
temperature distribution along the supports was clearly
observed, with a rise of around 30 K. In addition, the
convective heat transfer from the wire was found to
constitute about 50–60% of the total heat generated.
A conventional hot-wire has a corresponding value of
80–85%.

Fingerson and Freymuth [5.50] reported results for
cylindrical hot-films. They found, very interestingly, that
steady end losses are strongly decreased, roughly by
a factor of 16, compared to tungsten wires with the same
aspect ratio. Indeed, the main path for heat towards the
supports is the conductive metallic film deposited on the
quartz core, and this film is very thin, hence precluding
heat losses. Cylindrical hot-film sensors can therefore
be used with relatively low aspect ratios, on the order of
20–50.

When velocity, temperature or current intensity
fluctuations are present, the problem becomes more
complex, and a small-perturbation analysis is generally
adopted. Betchov [5.153] used an analytical approach
for velocity and current changes for a CC operated
wire. Similarly, Bremhorst et al. [5.158] considered
velocity, ambient temperature and current fluctuations.
Lord [5.159] proposed a methodical approach for both
a CC- and a CT-operated wire. Beljaars [5.160] and
Li [5.161] considered a CT-operated wire and calculated
the new dynamic response using a numerical technique.
For velocity fluctuations, a 5% step down is found
around 1000 Hz. This frequency is roughly the inverse
of the time scale of the stub. Perry [5.49] reported dif-
ferences between velocity fluctuations and temperature
fluctuations, as well as between hot and cold wires. More
results are given in Sect. 5.2.5.

Spatial Resolution
The velocity fluctuations that occur in a turbulent field
vary in space from one point to another. The length
scales of these variations cover a continuous spectrum

from the largest scales of size L , where kinetic energy
is produced, down to the smallest ones, of the size of
the Kolmogorov scale η, where kinetic energy is dissi-
pated into heat. A perfect flow analysis would require
a very short wire able to respond to the smallest scales of
the flow. Instead, a wire has a non-negligible length and
responds to an averaged value of the turbulent fluctua-
tions over its length. The wire response will thus depend
strongly on its length l as well as on the energy contents
at all scales, from L to η.

For free turbulent flows, such as jets or wakes,
the scale L is roughly the lateral dimension of the
flow, hence the simple relation l � L usually holds.
On the other hand, η can be very small as is related
to L by η/L � Re−3/4

L [5.77]. For example, for a jet
with U = 20 m/s, u′/U � 20% and L = 0.10 m, one has
η� 0.05 mm. Obviously, η� l and the wire drastically
smooths out the fine turbulent velocity fluctuations.

For the inner part of wall turbulent flows, L becomes
of the order of the wall distance and η approaches L in
the viscous sublayer [5.77, 162]. Thus, l � L � η, and
measurements will become erroneous for all structure
sizes. Furthermore turbulence is highly anisotropic in
the near-wall region.

In what follows, the first part deals with isotropic
turbulence where analytical developments can be con-
ducted. This is an important case as local isotropy
is a reasonable assumption for many flows at high
Reynolds numbers. In addition, some guidelines are ob-
tained regarding the ratios L/l and η/l. In a second part,
the wall region with its high anisotropy is considered.
This case requires systematic experiments and/or the use
of databases provided by direct numerical simulations
(DNS) of the flow.

Spatial Resolution of Hot-Wires in Homogeneous
Isotropic Turbulence.
Spatial Resolution for a Single Normal Wire in
Isotropic Turbulence. For a single wire normal to Ox1

and parallel to the x3 direction, the wire reading at-
tributed to the wire midpoint O′ is given by

um
1 (O′) = 1

l

l/2∫
−l/2

u1(0, 0, ξ3)dξ3 . (5.116)

The ξi refer to coordinates centered at O′ with ξ3 along
the wire. The superscript ()m denotes the mapping due
to the wire. The sensitivity coefficient along the wire is
assumed to be constant, and the tangential and binormal
cooling of the wire is neglected. The mean square value

Part
B

5
.2



252 Part B Measurement of Primary Quantities

of um
1 is thus given by the double integral

u2m
1 (O′) = 1

l2

∫∫
D

u1(0, 0, ξ3)u1(0, 0, ξ ′
3)dξ3 dξ ′

3 ,

(5.117)

where D is the domain −l/2,≤ ξ3, ξ ′
3 ≤ l/2. Equa-

tion (5.117) can be transformed by introducing r3 = ξ ′
3 −

ξ3 and the transverse correlation function g(r3) between
longitudinal velocity fluctuations at two different points
on the wire. One of the integrals can then be computed
and (5.117) simplifies into

u2m
1 (O′) = u2

1
2

l2

l∫
0

(l −r3)g(r3)dr3 . (5.118)

This result was first obtained by Dryden et al. [5.163],
who detailed all the cross terms in (5.117), and later
by Frenkiel [5.164] who directly processed the equation
as indicated above. Incidentally the method is similar
to that used by Taylor in his study of particle diffu-
sion through turbulence [5.77]. Equation (5.118) shows
the role of the velocity correlation drop along the wire,
even when measuring u2

1, which is mostly associated
with large structures. This can be illustrated by using
a composite correlation function that includes a trans-
verse large scale Lg and a transverse Taylor scale λg
connected to Lg by λg/Lg = (15/ReL)1/2 [5.77]. Writ-
ing g(r3) as

g(r3) = 1

2

[
exp

(
− r3

Lg

)
+ exp

(
− r2

3

λ2
g

)]
,

(5.119)

(5.118) gives u2
1

m
(O′)/u2

1 = 0.91, 0.86 and 0.74 for
λg = 2l, l and l/2, respectively, when Lg = 4l. Clearly
the correlation drop over the wire length significantly
affects the measurements.

The spatial resolution of a wire is of great concern
when measuring spectra. The Fourier decomposition of
the turbulent field around the wire midpoint O′ is given
by

ui (ξ1, ξ2, ξ3)

=
∫∫∫

ûi (k1, k2, k3)

× exp[i(k1ξ1 + k2ξ2 + k3ξ3)]dk1 dk2 dk3 ,

(5.120)

where k1, k2, k3 are the wavevector components and ûi
is the Fourier contributions in the sense of generalized

functions. The subscript i is i = 1, 2 or 3. The Fourier
frame has coordinate axes parallel to the space-fixed
coordinates Ox1,x2,x3 . The wire response according to
(5.116) becomes

ûm
1 (k1, k2, k3) = sin(k3l/2)

k3l/2
û1(k1, k2, k3) (5.121)

and the spectral tensor Φm
11(k1, k2, k3) mapped by the

wire is

Φm
11(k1, k2, k3) =

[
sin(k3l/2)

k3l/2

]2

Φ11(k1, k2, k3) ,

(5.122)

where Φ11(k1, k2, k3) represents the exact spectral ten-
sor relative to the longitudinal velocity fluctuations. For
isotropic turbulence the general form of the spectral
tensor is

Φij (k1, k2, k3) = E(k)

4πk4

(
k2δij − kik j

)
, (5.123)

where E(k) is the kinetic energy spectrum of turbulence

u2
i

2
=

∞∫
0

E(k)dk with k = (
k2

1 + k2
2 + k2

3

)1/2
.

(5.124)

The one-dimensional spectrum Em
11(k1) obtained

from the response of the wire is the integral of
Φm

11(k1, k2, k3) over k2 and k3

Em
11(k1)

=
∞∫

0

∞∫
0

[
sin(k3l/2)

k3l/2

]2 E(k)

4πk4

(
k2 − k2

1

)
dk2 dk3 .

(5.125)

This is related to the usual power spectral density of
a signal recorded in time by the Taylor hypothesis,
which links k1 to the frequency f , |k1| = 2π f/U1. Equa-
tion (5.125) can be evaluated numerically once E(k)
is given, as suggested by Wyngaard [5.165]. However,
the former approach by Uberoi and Kovasznay [5.166]
sheds light on the physics behind the errors. Indeed,
one of the integrals in (5.125) can be analytically com-
puted whatever the form of E(k). This is done by using
polar coordinates in the k2–k3 plane, with the radius
σ = (k2

2 +k2
3)1/2 and the angle φ between k2 and σ , and

by introducing y such that y = k3l/2 = σl sinφ/2, hence
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dφ = dy[(σl/2)2 − y2]−1/2. This yields

Em
11(k1) = 4

∞∫
0

⎡
⎢⎢⎣

E

(√
k2

1 +σ2

)

4π
(
k2

1 +σ2
)2 σ3

×

σl/2∫
0

(
sin y

y

)2 dy

[(σl/2)2 − y2]1/2

⎤
⎥⎥⎦ dσ .

(5.126)

Using the new variable k = (σ2 + k2
1)1/2, which gives

k dk = σ dσ at fixed k1, (5.126) can be written as

Em
11(k1) = 1

2

∞∫
k1

W
E(k)

k3

(
k2 − k2

1

)
dk , (5.127)

where the weighting function W is given by

W(σ
l

2
) = π

2

σl/2∫
0

(
sin y

y

)2 dy

[(σl/2)2 − y2]1/2

with σ
l

2
=
√(

k2 − k2
1

) l

2
. (5.128)

When W � 1, (5.127) provides the correct expression
of the one-dimensional longitudinal velocity spec-
trum [5.77]

E11(k1) = 1

2

∞∫
k1

E(k)

k3

(
k2 − k2

1

)
dk . (5.129)

The graph of the weighting function W is drawn

in Fig. 5.22. As long as [
√

(k2 − k2
1)l/2] ≤ 1, W � 1

and subsequently W � [
√

(k2 − k2
1)l/2]−1. The value at

which W starts to be less than one depends on l as well
as on k1 and k. This zone and its border in the k–k1
plane are sketched in Fig. 5.23. The spectrum E(k) is
also indicated on the right of the figure along with the
construction which shows the spectral zone of E(k) for
which W < 1 at given l and k1.

Wyngaard [5.165] used a Pao spectrum for E(k)

E(k) = CKε
2/3k−5/3 exp

(
−3

2
CK(kη)4/3

)
,

(5.130)

where CK is the Kolmogorov constant, CK � 1.5, and
ε is the dissipation rate of kinetic energy. Figure 5.24
illustrates the errors for a Pao spectrum and for different

wire lengths expressed in terms of the Kolmogorov scale
η. These values agree with those of Wyngaard when
k1l is transformed into k1η for the abscissa. However,
the Pao spectrum describes only the high-wavenumber
contributions. In comparison, the Karman–Saffman–Pao
form describes an entire spectrum whose inertial range
is given by the k−5/3 law [5.77]. Its expression is

E(k) = 1.45
u′2

k e

(k/k e)4

[
1+ (k/k e)

2]17/6

× exp

[
−9

4
(kη)4/3

]
. (5.131)

The maximum of E(k) occurs at
√

12/5k e or below, de-
pending on k e. Moreover, one can compute the integral
length scale L using the classic relation for isotropic
turbulence

L = 3π

4

∫∞
0 k−1 E(k)dk∫∞

0 E(k)dk
. (5.132)

Hence L , which depends on k e, is adjustable. For ex-
ample, L/η takes the values 3.2, 4.5, 7.9, 12.8 and 22,
for k eη= 1, 1/2, 1/5, 1/10, 1/20, respectively. Graphs
comparing the Pao and the Karman–Saffman–Pao spec-
tra are available in Ewing et al. [5.167].

Figure 5.25 shows the attenuation that affects
Em

11(k1) for a given wire length and different values of
the integral length scale L , for a Karman–Saffman–Pao
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Fig. 5.22 Spatial resolution: the weighting function W for a single
wire and isotropic turbulence (5.128)
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Fig. 5.23 Curves limiting the W = 1 and W < 1 zones for
different wire lengths l. Under each curve W = 1 and above
each curve W < 1. The dotted lines between this plot and
E(k) show the highest wavenumber for which W = 1 at
a selected k1η when l/η= 8

spectrum. It is clear that the attenuation is large at small
values of L .

In this analysis some simplifications were intro-
duced, such as the constant value of the wire sensitivity
along its length. Attempts to introduce this additional
parameter were conducted by Elsner et al. [5.168]. The
increased sensitivity in the central section of the wire is
beneficial since it reduces the apparent wire length.
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Fig. 5.24 Spatial resolution: the effect of wire length on the one-
dimensional velocity spectra, for a Pao spectrum

Spatial Resolution for Two Parallel Wires in Isotropic
Turbulence. Two wires of length l, normal to Ox1 , par-
allel to Ox3 and separated along Ox2 by a distance s2,
are currently used to obtain the derivative ∂u1/∂x2. The
spatial resolution of this array was considered very early
by Frenkiel [5.164] who established the errors affecting
the rms values and more recently by Ewing et al. [5.167]
who considered the spatial filtering of the probe taking
into account changes in the spectral model.

An analysis similar to that conducted in the section
above is again possible. The Fourier decomposition is
made relative to the midpoint O′ of the array, hence
giving for the wires (denoted by I and II)

êm
I = 1

l

l/2∫
−l/2

dξ3

∫∫∫
û1(k1, k2, k3) exp

(
−ik2

s2

2

)

× exp(−ik3ξ3)dk1 dk2 dk3

êm
II = 1

l

l/2∫
−l/2

dξ ′
3

∫∫∫
û1(k1, k2, k3) exp

(
+ik2

s2

2

)

× exp(−ik3ξ
′
3)dk1 dk2 dk3 . (5.133)

This yields for the one-dimensional spectrum Dm
1,2

of (êI − êII)/s2, which approaches the lateral derivative
∂u1/∂x2 of the longitudinal fluctuations

Dm
1,2(k1) =

∫∫ [
sin(k3l/2)

k3l/2

]2 [ sin(k2s2/2)

k2s2/2

]2

×Φ11(k1, k2, k3)dk2 dk3 . (5.134)

A similar result was obtained by Ewing et al. [5.167].
The same integration procedure as before yields

Dm
1,2 = 1

4

∞∫
k1

WD
E

k3

(
k2 − k2

1

)2
dk , (5.135)

where the weighting function, denoted by WD, reads

WD

(
σ

l

2

)
= 4

π

1

(σl/2)2

σl/2∫
0

[(
σ

l

2

)2

− y2

]1/2

×

(
sin y

y

)2 ( sin∆

∆

)2

dy (5.136)

with

σ
l

2
=
√(

k2 − k2
1

) l

2
and

∆= s2

l

[(
σ

l

2

)2

− y2

]1/2
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and y as introduced earlier for (5.126). When WD = 1
the exact spectrum is recovered:

D1,2(k1) = 1

4

∞∫
k1

E

k3

(
k2 − k2

1

)2
dk . (5.137)

Equation (5.136) takes into account both the length
l of the two parallel wires (assumed to be identical)
and the lateral separation s2 of the wires. Figure 5.26
shows the weighting function WD for s2/l = 0.5 and
1.0, and also the case where the wire length is neglected.
It is clear that this simplification is not acceptable. Both
the l and s2 effects have to be considered. For further
estimates, approximate curves can be used. In the case
of Fig. 5.26, with the wire length included, WD may
simply be represented by

WD � exp

[
−0.15

(
σ

l

2

)2
]

for
s2

l
= 0.5

WD � exp

[
−0.24

(
σ

l

2

)2.7
]

for
s2

l
= 1.0 .

(5.138)

Figure 5.27 illustrates the errors on Dm
1,2 for

s2/l = 0.50 (a usual case) and l/η = 2 − 4 − 6.
A von Karman–Saffman–Pao spectrum is used with
k eη= 0.10, hence L/η= 12.8. One of the main results
is that measurements of the lateral derivatives require
a correction even at low k1 values. This point was already
stressed by Wyngaard [5.169], Antonia et al. [5.170], An-
tonia and Mi [5.171], and Ewing et al. [5.167]. The last
of these works provides clear plots of the joint effects
of the wire length and separation for a Lin spectrum
which rolls off faster than a Pao spectrum in the dis-
sipation range. As practical information, an attenuation
of the order of 10% appears on the transverse velocity
derivatives when l/η� s2/η� 3.

Spatial Resolution for an X Array in Isotropic Tur-
bulence. For X-wires, let us consider the case of two
identical wires of length l, placed in the Ox1x2 plane,
inclined at 45◦ to Ox1 , and separated by s3 along Ox3 .
Wire I should respond to u1 −u2, and wire II to u1 +u2
(Fig. 5.13). When taking into account the exact ge-
ometry of the probe, and making use of the Fourier
decomposition, the responses are in reality

um
1 −um

2

=
∫∫∫

exp

(
+ ik3s3

2

)
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Fig. 5.25 Spatial resolution: the effect of the integral length scale
L included in a Karman–Saffman–Pao spectrum on the one-
dimensional velocity spectra, for a wire of fixed length

×
1

l

l/2∫
−l/2

exp[i(k1ξ1 + k2ξ2)]ds(û1 − û2)dk1 dk2 dk3 ,

um
1 +um

2

=
∫∫∫

exp

(
− ik3s3

2

)

×
1

l

l/2∫
−l/2

exp
[
i
(
k1ξ

′
1 + k2ξ

′
2

)]
ds′(û1 + û2)dk1 dk2 dk3

(5.139)

or, after integration by ds and ds′ along each wire,

um
1 −um

2 =
∫∫∫ (

û1 − û2
) sin

[
(k1 + k2)l/

(
2
√

2
)]

(k1 + k2)l/
(
2
√

2
)

× exp

(
+ ik3s3

2

)
dk1 dk2 dk3 ,

um
1 +um

2 =
∫∫∫ (

û1 + û2
) sin

[
(k1 − k2)l/

(
2
√

2
)]

(k1 − k2)l/
(
2
√

2
)

× exp

(
− ik3s3

2

)
dk1 dk2 dk3 . (5.140)
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Fig. 5.26 Spatial resolution: the weighting function WD for two
parallel wires and isotropic turbulence (5.136)

As above, spatial averaging along the wires reduce
the readings by roughly the same amount even if differ-
ent wavevectors enter into the wire responses: k1 + k2
for the first wire and k1 −k2 for the second. In addition,
there is a mutual effect between u1 and u2. This effect is
most easily shown when neglecting the wire length ef-
fect. Indeed, in Fourier space, the sum and difference of
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Fig. 5.27 Effect of wire length and wire separation on the one-
dimensional ∂u1/∂x2 spectra

(5.140) yields

ûm
1 = û1 cos

(
k3s3

2

)
− iû2 sin

(
k3s3

2

)
,

ûm
2 = û2 cos

(
k3s3

2

)
− iû1 sin

(
k3s3

2

)
, (5.141)

which clearly shows that û2 enters into ûm
1 and that û1

enters into ûm
2 . The measured spectra are therefore

Φm
11 = cos2

(
k3s3

2

)
Φ11 + sin2

(
k3s3

2

)
Φ22

Φm
22 = cos2

(
k3s3

2

)
Φ22 + sin2

(
k3s3

2

)
Φ11 .

(5.142)

Numerical 2-D integration is here required to treat dif-
ferentΦij forms. Wyngaard [5.165] used a Pao spectrum
and an X-probe with l/η= 1, 3 and 10 and s3/η = 0.5
and 1. He found that the lateral component u′

2 is hardly
affected by the wire separation and that the longitudinal
component u′

1 can be increased for small wire separa-
tions. It therefore appears that accurate measurements
of the longitudinal component would best be made us-
ing a single wire, reserving an X-array for the lateral
component.

Some Experimental Results. Many experiments have
been conducted in grid turbulence or in flows with char-
acteristics close to isotropy, such as jets, far wakes,
central zones of channel/pipe flows, and upper parts of
the atmospheric boundary layer. The objective was either
to improve the probe design or to correct measurements
when inappropriate probes were used.

Wyngaard [5.165] conducted experiments in atmo-
spheric turbulence and also in a curved mixing layer,
with η� 0.06 mm and l/η= 2, 4 and 6. The corrections
he developed for the isotropic case appear to provide
reasonable support for his data analysis.

Derksen and Azad [5.67] found that the isotropic
correction of Wyngaard was also satisfactory for meas-
urements in a pipe flow at x2/R = 0.10 from the
wall, x+

2 = 150, with around 15 different wires with
d = 3.6–5.4 µm, l = 0.3–2.8 mm, and l/η= 3–20.

Elsner et al. [5.168] reported systematic measure-
ments in grid turbulence for spectra and kinetic-energy
dissipation. In those experiments η = 0.25 mm, and
l = 0.5–3.9 mm. The mean dissipation rate for longi-
tudinal fluctuations ε1 was equivalently obtained from
the second moment of the one-dimensional spectra and
from the time derivative of the longitudinal velocity fluc-
tuations. Some typical errors are −30% if l/η= 10 and
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−10% if l/η= 2. A convenient linear regression line of
εl versus the wire length was obtained, giving the true
turbulent energy dissipation at an extrapolated zero wire
length.

Zhou et al. [5.173] conducted extensive investiga-
tions of the kinetic and thermal dissipation rates in
grid turbulence, with η = 0.32–0.73 mm. Several con-
figurations of X-wires and pairs of parallel wires were
used with l = 0.5 mm, l/d � 200, s2/η and s3/η in the
range 2.8–7.8. After correction, the theoretical value
(∂u1/∂x2)2 = 2/15, with all terms normalized by the
Kolmogorov scales, was recovered except for wire sepa-
rations smaller than 3η, where aerodynamic and thermal
interferences were claimed to be significant.

Antonia and Mi [5.171] considered a heated jet and
also revisited the case of atmospheric turbulence studied
by Wyngaard [5.165]. The corrections implying isotropy
appeared to provide reasonable support for the analysis.

Browne et al. [5.174] considered the far wake of
a cylinder and used an X wire made of two wires
whose separation can be accurately set and measured.
The conditions were η = 0.45 mm, l = 0.75 mm, and
s3/η = 0.38–7.2. They observed that u2

1 decreases and

that u2
2 increases when the wire separation increases:

a result which differs from Wyngaard [5.165]. However,
in that type of flow, isotropy is only approached at high
wavenumbers as pointed out by Antonia et al. [5.170].
The large-scale structures of the flow exhibit strong
organization which could affect the results.

Spatial Resolution in Anisotropic Turbulence. Analyt-
ical developments are obviously not possible in highly
anisotropic turbulent fields, such as the wall region
of turbulent boundary layers. Systematic experimen-
tal investigations or computer simulations are therefore
needed. An advantage of computer simulations is that
the cooling of the wire by the three velocity components
can be included.

Ligrani and Bradshaw [5.175] reported extensive
measurements in the region x+

2 = 5–100 in a bound-
ary layer whose freestream velocity was 7.3 m/s with
wire diameters in the range d = 0.62–5 µm with
l/d = 260–600 and l+ = 3.3–60. The superscript ‘+’
denotes normalization by the wall variables, i. e., fric-
tion velocity uτ and kinematic viscosity ν. The greatest
effect concerns the maximum value of (u2

1)1/2/uτ which
was found to decrease from 2.8 to 2.0 when the wire
length increased. Skewness and flatness factors were
less affected. The probability density function of the
longitudinal velocity was also investigated; a slight de-

crease was observed at large negative u1 values for long
wires. A stronger effect was noted by Johansson and Al-
fredsson [5.176] in a channel flow. Large negative u1(t)
amplitudes correspond to ejection events that are natu-
rally at small scales and hence are strongly affected by
spatial averaging.

Klewicki and Falco [5.177] made an extensive com-
pilation of previous works regarding the statistics of
small-scale structures in boundary layers. In addition,
they performed measurements using a probe for which
the separation s2 between the two parallel sensors could
be varied systematically. In particular, the variance of
∂u1/∂x2 in the buffer layer, at x+

2 = 38 or 53, was
found to be attenuated by only about 5% for s2/η � 3
but the attenuation increased rapidly to about 35% for
s2/η � 6. In these experiments U1 = 0.60–23 m/s in
the freestream and the Reynolds number based on the
momentum thickness was Rθ = 1010–4850.

Moin and Spalart [5.178] launched the use of di-
rect numerical simulation (DNS) databases to evaluate
X-wire responses. These early computations concerned
a channel flow with Re = 3300 and Re+

h = 180. How-
ever, only one wire separation, s3/η= 1, was used and
wires were assimilated to points.

Suzuki and Kasagi [5.172] extended the computa-
tions of Moin and Spalart to different types of probes. In
these computations Re+

h = 150, l+ = √
2(1−10), and

s+
3 = 1−10. A single wire placed near the maximum

streamwise turbulent intensity was found to give a ra-
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Fig. 5.28 Spatial resolution of an X-wire close to a wall: errors on
the rms values of u′

1 and u′
2 (after Suzuki and Kasagi [5.172])
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tio between the measured and exact value of 0.95 for
l+ = 10, and 0.90 for l+ = 20. Figure 5.28 reports the
corresponding ratios for u′

1 and u′
2 for conventional

X-probes (wires inclined at ±45◦) and several l+ and
s+

3 values. The u′
2 component appears to be much more

affected than u′
1, which is probably a strong anisotropy

effect as this tendency is the opposite of that reported by
Wyngaard.

Antonia et al. [5.179, 180] analyzed the lateral
velocity derivatives obtained with two parallel wires
in a channel flow, both experimentally and numeri-
cally. The conditions were Reh = 3300, Re+

h � 180,
d = 1.3 µm, l = 0.3 mm, l/d = 230, and η= 0.2 mm at
x+

2 = 2. In the wall region, for x+
2 in the range 5–40, only

a wire spacing of s+
3 = 2–4 was found to be adequate.

Close to walls, many other characteristics are also
of great interest such as the components of the vor-
ticity vector. Such investigations require the use of
special probes made of between four and nine sensors.
Their responses are extensively analyzed by Wallace and
Foss [5.81] and later on in this Handbook. In addition to
the spatial resolution regarding the velocity fluctuations
in the probe volume, the velocity gradient effect, and the
aerodynamic perturbations have also to be considered.

Finally, the additional cooling of sensors by nearby
walls is also an important topic. It is considered later in
this Handbook.

5.2.3 Anemometer Electronics

Constant-Current Anemometer (CCA)
Historically, CCA was successfully used as early as
1920 to investigate wind velocity and wind direction
in the atmosphere by Huguenard et al. [5.181] and Sim-
mons and Bailey [5.182]. Its fast response compared to
wind vanes or cup anemometers was a strong motiva-
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Fig. 5.29 Block diagram of a constant-current anemometer (CCA).
RC is the adjustable compensating circuit integrated in a high-gain
amplifier

tion for its adoption. Flows through pipes or orifices
were also attempted by King [5.183], Thomas [5.184],
and Richardson [5.185]. The use of several wires simul-
taneously was of great benefit to treat large directional
changes and even flow reversals. The extension to flows
with rapid time changes was made possible by the
pioneering work of Dryden and Kuethe [5.186] who
showed that an RC circuit could be incorporated into
the amplifier to compensate for the thermal inertia of
the wire.

The simplest circuit for a CCA is shown in Fig. 5.29.
VS is a stable direct-current (DC) low-noise voltage
source, and RB a large ballast resistor that keeps the
current Iw in the wire fairly constant despite changes
in the wire resistance. An adjustable resistor placed
in series with RB permits the adjustment of Iw, and
the potential drop across a precision resistor also in
series with the hot-wire yields Iw. A more-functional
circuit places the wire in a Wheatstone bridge. The
bridge allows the measurement of the resistance of
the cold wire, adjustment of the wire overheat, and
also, possibly, the correction of the cable inductance
by adding an appropriate capacitance or inductance in
a specific arm of the bridge, similar to a CTA. A regu-
lated constant-current supply can also be used in place
of a voltage source; very stable ones are commercially
available.

The amplifier, which has to be high gain and ultralow
noise, is always made of several stages, and the RC com-
pensating circuit with a gain increasing with frequency
often covers two stages. The frequency responses of-
fered by commercial CCA systems can reach 300 kHz.
Some higher-frequency responses, up to 500 kHz, have
recently been reported by Repkov et al. [5.187]. These
authors also added to their circuit a microprocessor
which permits measurements in a short-time-duration
wind tunnel with protection against wire burn-out.

The compensated CCA output signal e′�(t) is re-
trieved from the measured signal e′(t) according to
(5.102)

e′�(t) = e′(t)+ MCCA
w

de′

dt
with MCCA

w = MCC
w .

(5.143)

The adjustment of MCCA
w is done in situ, using

a square-wave-intensity signal superposed onto the heat-
ing current. Dryden and Kuethe [5.186] and more
recently Perry [5.49] have shown that step changes in
U , Ta, or Iw are equivalent as long as the fluctuations
stay small. The correct adjustment is obtained when
a square output is restored. Multiple time records and
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phase averaging greatly improve the accuracy of the
adjustment.

The static sensitivity coefficients SCCA expressed at
the CCA output are such that

(
e′

E

)
CCA

= SCCA
U1

u′
1

U1
and

(
e′

E

)
CCA

= SCCA
Ta

θ ′
a

T a
. (5.144)

These SCCA are easily connected to the wire sensi-
tivity coefficients SCC defined in Sect. 5.2.2. For a CCA
working without a bridge, there is the simple relation

SCCA = SCC . (5.145)
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Fig. 5.30a–c Higher harmonics generated by parametric excitation in a CCA: (a) PSD of the input signal R�
w, (b) PSD

of the solution Rw of (5.100), (c) PSD of the linearly corrected CCA output r ′
w based on (5.102). R�

w = 10+√
2 cosωt,

Mwω= 5, skewness factors are 0.0002, 0.0200, and −0.2724 for R�
w, Rw, and r ′

w, respectively

For a CCA involving a bridge, with R1 in the top arm
on the side of the hot-wire, one has

SCCA = SCC Rw

Rw +rL + R1
. (5.146)

The electronic noise of a CCA circuit is easy to esti-
mate when the wire is directly connected to the amplifier
input through a cable lead of resistance rL. Neglecting
the stray noise picked up through the inductance and
capacity of the wire and its lead (twisted cables are ad-
vised, as well as separate circuits for the wire heating
and the transmitted wire signal), the noise sources are
the thermal noise of the wire and lead, and the input
voltage noise of the amplifier. The signal-to-noise ratio
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(SNR) at frequency f is therefore of the form

SNR|CCA = SCCA
w

2π fMCCA
w

E

ên

û1

U1
, (5.147)

where ên is the total resulting noise in V/
√

Hz, as
usual in noise analysis, and û1 the turbulence spectrum
in ms−1/

√
Hz. In ên, the most important term is the

amplifier noise.
If the wire is placed in a Wheatstone bridge, the

SNR estimate is more complicated because it involves
all the resistances constituting the bridge. Kidron [5.188]
and Freymuth [5.189] did the complete analysis, and
managed to show that a CCA circuit behaves similarly
to a CTA circuit. Expression (5.157), which is indi-
cated later on in Sect. 5.2.3, can then be used. Bestion
et al. [5.190] made systematic comparisons for su-
personic flows and observed no significant differences
between SNR|CCA and SNR|CTA.

Finally, when the incident fluctuations are large, the
higher harmonics generated by parametric excitation at
the wire level (Sect. 5.2.2), are not at all suppressed by
the compensating circuit. Even worse, they are amplified
as if they were true turbulence. Figure 5.30 represents
the power spectral density (PSD), for the input signal
R�

w, for the solution Rw of (5.100), and for the CCA out-
put signal Q(t) corrected by applying the linear thermal
lag correction defined by (5.143). In that assumed cor-
rected CCA output Q(t), the second harmonic is of the
order of 10−2 relative to the fundamental, and overly
large negative values on the velocity skewness appear,
of the order of −0.27 for amplitude fluctuations of
15% and MCCA

w ω� 5. These results agree with those
obtained by Comte-Bellot and Schon [5.151] with an
analog computer.

Bremhorst and Graham [5.191] also considered the
case of large velocity changes. However, their approach
remained based on a first-order system, only taking into
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Fig. 5.31 Block diagram of
a constant-temperature anemometer
(CTA). The wire overheat is adjusted
by modifying resistance R3. The ad-
justable capacities and inductances
placed in arms 2 and 3 of the bridge,
c2, λ2, c3, λ3, and the offset voltage
eB, make the CTA stable

account the MCCA
w changes with the velocity. Second

and higher harmonics could not therefore be observed
in their analysis.

Constant-Temperature Anemometer (CTA)
A typical CTA circuit is shown in Fig. 5.31. The two vital
elements are the Wheatstone bridge and the feedback
amplifier. The sensor is placed in one arm of the bridge.
The voltage difference across the bridge is a measure of
the change in wire resistance with the incident velocity
or with the flow temperature, and it constitutes the input
to the operational amplifier. The designed amplifier has
an output current feedback to the top of the bridge, and
hence to the wire to restore its resistance. For example,
the top bridge voltage E increases when the flow velocity
increases or when the fluid temperature decreases, hence
increasing the current intensity in the wire. The feedback
amplifier usually consists of several stages of voltage
gain and a unity-gain current booster.

The resistance ratio R2/R1 is called the bridge ratio.
It is often chosen larger than one, e.g., 5, 10, or 20. The
amplifier current is thus mainly introduced into the active
arm containing the wire rather than into the opposite
passive arm. Furthermore, the top resistance R1 is often
chosen to be large, R1 = 10 Ω, 20 Ω, or even 50 Ω, to
increase the top bridge voltage E and its fluctuations, and
to ease their acquisition. However, for any asymmetric
bridge the Wheatstone bridge accuracy is decreased, as
explained in basic textbooks [5.192]. The wire overheat
is set up by adjusting resistance R3.

In principle, since Rw is maintained constant, the
thermal lag of the wire is automatically suppressed
(5.39). Such an advantage was recognized as very use-
ful at an early stage, by Ziegler in 1934 [5.193], Weske
in 1943 [5.194], or Ossofsky in 1948 [5.195]. How-
ever, it was not until the mid 1960s that reliable CTA
devices became available with the development of high-
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quality solid-state operational amplifiers. Many circuits
were then suggested, some even without a Wheatstone
bridge [5.196], and many aspects of the control theory
involved in the CTA response were analyzed over the
years by Freymuth in 1967 [5.197], Davis and Davies
in 1968 [5.198], Perry and Morrison in 1971 [5.199],
Wood in 1975 [5.200], Freymuth again in 1977 and
1998 [5.201, 202], and Watmuff in 1995 [5.203]. Possi-
bilities offered by recent computer-controlled CTA are
described by Fingerson [5.204] or Jorgensen [5.205].

Let us now analyze the CTA performance in more
detail. Concerning the frequency response, it is first re-
warding to examine the case of an ideal CT anemometer,
without any additional circuits, as done by Hinze [5.47].
This is just a first-order system approach. From the
change of the wire resistance, the error signal to the
amplifier input can be computed taking into account the
time constant of the wire and the amplifier response in-
volving a closed loop. This yields for the time constant
of the wire under CT operation

MCTA
w = Mw

1+2Gaw Rwgtr
, (5.148)

where gtr is the transconductance of the bridge, G the
amplifier gain, Mw the time constant of the wire alone,
and aw the overheat ratio. Comte-Bellot [5.54,206] com-
puted a similar expression, which shows the roles of the
resistances R1, R2, and R3 of the bridge

MCTA
w = Mw

1+2Gaw
Rw

Rw+R1

R2
R2+R3

. (5.149)

The time constant in constant-temperature operation
is therefore much smaller than that in constant-current
operation, as G can be on the order of 1000. However,
the wire overheat ratio aw has to be sufficiently high,
and a value of aw = 0.80 is often advised by the manu-
facturers. At low overheat ratios, when aw → 0, the time
constant of the anemometer system approaches that of
the wire Mw, and this precludes measurements as no
compensation is provided by the CTA circuit. Expres-
sion (5.149) also shows that a symmetric bridge yields
the smallest possible value for MCTA

w , thus permitting
the best frequency response.

A realistic analysis of the CTA must, of course,
go beyond that of a first-order system. The reason is
that many parameters play a role in the dynamic re-
sponse, and all are essential to the CTA stability and
high-frequency response. It is useful to list them:

1. the time response of the hot-wire of the form
(1+ Mws)−1 with a Laplace transform (s = iω);

this supposes small-amplitude fluctuations [5.45]
(Sect. 5.2.2),

2. the resistance of the hot-wire prongs, around 0.50 Ω,
and the resistance rL of the connecting cable, around
0.20 Ω/m,

3. the inductance of the coaxial connecting cable λL,
around 0.40 µH/m,

4. the capacitance of the coaxial connecting cable cL,
around 60 pF/m,

5. the bridge resistances,
6. the trim inductors introduced in the bridge,
7. the trim capacitors introduced in the bridge,
8. the roll-off frequency and gain of the feedback am-

plifiers, the gain can be frequency dependent,
9. the offset value applied to the last feedback amplifier.

Let us remark that λL has a greater effect than cL,
as 1+ iωλL/Rw � 1+0.3i whereas 1− iωRwcL � 1.00,
for a 5 m-long cable and a frequency of 100 kHz, us-
ing the values indicated in 3 and 4 in the above list.
Furthermore, λL can be balanced out by a capacitor c2
placed in parallel to resistor R2 in the opposite arm of
the bridge, and such that c2 = λL/R1 R3 according to
the alternating-current (AC) equilibrium condition for
a Maxwell bridge [5.192]. Another possibility would be
to place an inductance in series with the top resistance
R1, then λ1 = R2λL/R3, or in series with resistance
R3, then λ3 = R2λL/R1. Trim capacitors are easier to
manufacture, so that the solution using c2 is usually
preferred.

Freymuth [5.197, 201, 207, 208] made significant
contributions taking into account points 1, 7, 8 and
9. For small-amplitude fluctuations, he showed that
a CTA is well represented by a third-order system with
a differential equation of the form

Mw M′′

G

d3e′

dt3 + Mw

G

(
M′ − G

Rw

Rw + R1
R2c2

)
d2e′

dt2

+ Mw

G

eB

E

de′

dt
+ e′

= suu′ + ssqsq′ , (5.150)

where Mw is the time constant of the wire, M′ and M′′ are
time constants that characterize the frequency response
of the feedback circuit (M′ in s, and M′′ in s2), G is the
amplifier gain, eB is the offset voltage, c2 is a capacitance
in the arm opposite to the wire, su is the dimensional
sensitivity to a velocity change, and ssq is the sensitivity
to a square wave applied to the bridge (the derivative of
sq is also involved), e′ is the voltage fluctuation at the
top of the bridge, E is the mean voltage at the top of the
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bridge, and t is the time. Let us recall that a first-order
system exhibits an exponential decay, a second-order
system an oscillating decay, and a third-order system
both types of decay simultaneously.

For a given amplifier and a given wire working in
fixed conditions, M′, M′′, and Mw are fixed. Therefore,
the only way to adjust the CTA dynamic response is to
act on G, eB, and c2. In particular eB, which is around
5–10 mV, is present in a damping term. It is also advis-
able to make all adjustments at the expected maximum
flow velocity. This is because Mw decreases when U
increases, hence the damping term in front of de′/dt
decreases, and the system may oscillate.

Freymuth [5.201] also analyzed the CTA response
for a sinusoidal forcing velocity and for an electronic
step voltage and showed that the best optimized cut-off
frequency, fc is given by

fc = 1

2π

(
G

M′′Mw

)1/3

(5.151)

and that the transient response to an electronic step
voltage should present a high-amplitude pulse followed
by an undershoot without oscillation. In practice, this
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Fig. 5.32a,b The square-wave test response of a hot-wire
probe (a) and hot-film probe (b) operated by a CTA (after
Bruun [5.52])

electronic test is performed by applying a square-wave
signal to the bridge; Fig. 5.32 illustrates this response
for a wire and a film. Recently, Khoo et al. [5.209] and
Teo et al. [5.210] reported many results for wires and
films, using either voltage or velocity perturbations.

The time constants M′ and M′′ in (5.150) were
interpreted by Freymuth [5.211] in terms of a two-
stage feedback amplifier with each stage characterized
by a first-order frequency response. The gains of
these stages were denoted by G1 and G2, their
first-order time constants by M1 and M2, and their gain–
bandwidth products were such that GBP1 = G1/2πM1
and GBP2 = G2/2πM2. Then, G = G1G2, M′ = M1 +
M2, and M′′ = M1.M2, and fc becomes

fc = ( fwGBP1GBP2)1/3 . (5.152)

For a wire frequency fw that is usually of the order
of 100 Hz and gain–bandwidth products of the order of
3 MHz, fc � 100 kHz. This is quite close to the maxi-
mum CTA frequency announced by manufacturers. The
offset voltage eB is also clearly applied to the second
amplifier.

Watmuff [5.203] performed a systematic investiga-
tion of all points 1 to 9. Using Laplace transforms, he
started with a model deliberately of higher order than is
anticipated, with a transfer function of the form

P(s) = P7s7 + P6s6 + P5s5 + P4s4

+ P3s3 + P2s2 + P1s + P0 . (5.153)

He used a compact matrix notation and conducted
computer simulations to explore the behavior of rep-
resentative configurations. The polynomial form for the
poles of (5.153) is really seventh order when all points 1
to 9 are taken into account. It becomes fifth order when
points 4 and 7 are not taken into account. Interest-
ingly, Watmuff observed that his fifth-order system has
only three dominant modes, a pair of complex poles
and a simple one. The two higher simple modes re-
main well behaved and are beyond the frequency range
of interest. This aspect confirms therefore Freymuth’s
results [5.201, 202].

Watmuff [5.203] also provided a good understanding
of the square wave test used to optimize a CTA. In par-
ticular, he showed that a satisfactory response cannot be
obtained by adjusting the offset when the cable induc-
tance is too high. Another interesting result concerns the
subminiature wires that often lead to CTA instabilities.

Weiss et al. [5.212] suggested the use of the Fourier
transform of the square-wave response to obtain the am-
plitude of the transfer function of the CTA, and to correct
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the measured spectra during postprocessing. Figure 5.33
illustrates how the frequency response can be substan-
tially extended, up to around 300 kHz. Even the case
of small overheat ratios can be treated satisfactorily.
The technique was used by Weiss et al. [5.141, 213]
in a Mach 2.5 boundary layer and allowed the cor-
rected CTA spectra to agree with the CCA and CVA
measurements. This was not the case in previous inves-
tigations [5.127, 214].

The sensitivity coefficients SCTA expressed at the
CTA output (top of the bridge) are defined by(

e′

E

)
CTA

= SCTA
U1

u′
1

U1
and

(
e′

E

)
CTA

= SCTA
Ta

θ ′
a

T a
.

(5.154)

for velocity or temperature fluctuations. They are such
that

SCTA = SCT (5.155)

whatever the cable resistance rL and the top bridge
resistance R1. Indeed one has the simple equation

Iw = E

(R1 + Rw +rL)
, which gives

dIw

Iw
= dE

E
.

(5.156)

This simplification should not let one believe that any
cable can be used, as cable capacitance and inductance
have to be taken into account in the CTA dynamic re-
sponse. Optimized cables are therefore often advised by
CTA manufacturers.
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Fig. 5.33 Use of a CTA transfer function to measure the
freestream power spectra in a Mach 2.5 wind tunnel: (a)
original spectrum, (b) corrected spectrum, insert corre-
sponding to bridge frequency response. The CTA noise
in f 2 is only visible on curve (b) (after Weiss et al. [5.212])

Because eB �= 0, the Wheatstone bridge is not per-
fectly balanced. Weiss [5.215] analyzed how this could
affect SCTA

U and SCTA
Ta

. He showed that both SCTA values
are lower than those of a perfectly balanced bridge, and
that the degree of discrepancy increases with increasing
offset voltage and decreasing overheat ratio. However,
a direct calibration procedure may take this effect into
account.

The electronic noise of a CTA has been analyzed
by Kidron [5.188] and Freymuth [5.189]. The signal-to-
noise ratio (SNR), at frequency f , may be expressed
as

SNR|CTA = 1

2

1

2π fMw

maw

(1+m)2

E

ên

û

U
, (5.157)

where m denotes the ratio R1/Rw, û the spectrum of
the fluctuating velocity u′, and ên the spectrum of the
equivalent noise e′

n of the bridge and amplifier occur-
ring at the amplifier input. The spectrum û is expressed in
ms−1/

√
Hz and the spectrum ên in V/

√
Hz. Some adap-

tation has been made from the original paper [5.201] to
transform the MCTA

w value, which involved the bridge,
into Mw, which characterizes the wire itself. Equa-
tion (5.157) shows that a high SNR requires m � 1 in
addition to a high aw value.

Regarding the CTA output noise spectrum itself,
which is the square of the denominator in (5.157),
a growth in f 2 is expected. This behavior was
observed only recently as experiments require very low-
turbulence freestream wind tunnels and CTA with very
large bandwidths. Saddoughi and Veeravalli [5.216]
reported experiments in subsonic flows, and Weiss
et al. [5.212] [5.141] in the freestream of a Mach 2.5
wind tunnel. The f 2 growth was followed by a final
decay which was very abrupt as the high-frequency am-
plitude response of a CTA circuit described by (5.150)
varies as f −3, which corresponds to a Butterworth filter
of third order [5.201].

Although the arguments presented in this section
mostly concern hot-wires, they can apply to hot-films
in the case of a bulk response of the film and its quartz
core. When this is not the case, the high-frequency f −3

law for hot-wires becomes a f −2/5 law for hot-films,
according to the analysis performed by Freymuth [5.217]
and the experimental data collected by Fingerson and
Freymuth [5.50] and Fingerson [5.204].

Last but not least, Freymuth [5.217] carried out
a nonlinear analysis of the CTA response. He used the
full equation (i. e., not linearized) for the amplifier and
the wire responses. This led him to a nonlinear third-
order equation with variable coefficients that he solved
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Fig. 5.34 Normalized fundamental component A1/ẑ and
second harmonic A2/ẑ of a CTA output for an input function
z = ẑ sin(ωt) with ẑ = 0.4 (after Freymuth [5.217])

by iteration. Figure 5.34 shows the second harmonic
A2 generated in the case of a relatively large sinusoidal
change in the flow velocity. Since the numerical estimate
of Freymuth is rather complex, the problem could be re-
visited because the velocity signal and the electronic
signal could differ from each other when nonlinearities
are included.

Constant-Voltage Anemometer (CVA)
The block diagram of a CVA is shown in Fig. 5.35.
This recent technique was conceived and developed
by Sarma [5.148, 218]. Prototypes have been tested in
several investigations mostly dealing with high-speed
transitional and turbulent boundary layers, in the labo-
ratory [5.127, 150, 219–221] and in flight using remote
control [5.88].
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Fig. 5.35 Block diagram of a constant-voltage anemometer (CVA).
The output signal is large due to the large resistance R2a + R2b =
R2 � 100 Ω

The sensor, either a wire or a film, is placed in the
feedback loop of the operational amplifier. The voltage
across it, Vw = Rw Iw, can be adjusted and measured,
and once set it is independent of the hot-wire resistance
Rw. Any change in wire resistance due to fluid flow
produces a change of current in the wire, whose only
path is through resistance R2. The anemometer output Vs
is closely related to the voltage drop in resistor R2. The
circuit parts involving R2a, R2b, and C with R2a + R2b =
R2 permit a linear frequency increase of the CVA output
and therefore the thermal lag compensation of the wire.
The time constant TC associated with this compensation
is

TC = R2a R2b

R2
C . (5.158)

The Ohm–Kirchhoff laws applied to the network
give

−R1 I1 + V1 = 0 ,

Vw − RF IF = 0 ,

IF = I1 ,

Vw = Rw Iw ,

Vs − R2b Ib = VG ,

VG − R2a Ia = Vw ,

VG − IC

iCω
= 0 ,

Ib = Ia + IC ,

Ia = Iw + IF . (5.159)

An infinite gain–bandwidth product is assumed for
the operational amplifier, the resistor Rd, which is large
compared to R2, is neglected. The analysis including
lead resistance rL will be considered later on in this text.
From (5.159) one can easily deduce

Vw = V1
RF

R1
(5.160)

which shows that the wire voltage Vw is indeed constant,
as V1 is a stable reference voltage. The adjustment of Vw
is done by adjusting V1, manually or in a automated way
by a PC. After some algebra, one can also obtain from
(5.159) the CVA output signal Vs at frequency ω

Vs

Vw
= 1− R2

R2a

+ R2

(
1

Rw
+ 1

RF
+ 1

R2a

)
(1+ iωTC) (5.161)

with TC given by (5.158). Also,

V s =
[

1+ R2

(
1

Rw
+ 1

RF

)]
Vw , (5.162)
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permitting one to deduce Rw from V s by

Rw = R2

[
V s

Vw
−
(

1+ R2

RF

)]−1

. (5.163)

The output change v′
s due to a flow change at fre-

quency ω, is obtained from (5.161) by derivation with
respect to Rw, if the fluctuation amplitudes are small.
Taking also into account the wire thermal lag MCVA

w in
CV operation, this gives

v′
s = −R2 Iw

r ′
w

Rw

1+ iωTC

1+ iωMCVA
w

with MCCV
w = MCV

w . (5.164)

The factor R2 Iw clearly shows that the CVA output is
very large, as resistance R2 can be chosen to be large, of
the order of 100 Ω. A factor of 20 can therefore be gained
compared to a CCA, and a factor of 2 compared to a CTA
with a 50 Ω top resistance. The factor 1+ iωTC shows the
increase in gain of the CVA output with frequency. Resis-
tor Rd, which has been neglected, has a damping role to
limit that increase. Details are available in Sarma [5.148]
and Kegerise and Spina [5.222,223]. In addition, a high-
order low-pass Butterworth filter is placed just before
the CVA output, and below its frequency limit, around
650 kHz, the CVA fluctuating output e′(t) is identical to
v′

s, and for the mean values, E = V s.
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Fig. 5.36 Time trace of a 16 Hz square-wave signal applied
to a 5 µm tungsten wire placed in the potential core of
a U = 15 m/s jet with aw = 0.25. The curve shows the
quality of the exponential fit. The vertical line corresponds
to a 63% reduction and indicates the MCVA

w value, 0.48 ms
in the present case

As a whole, the system is of order one and the gain
demand in CV operation is smaller than in CC operation,
as MCVA

w < MCCA
w , so that a CVA can be stable and have

a high frequency response.
The time constant MCVA

w is measured in situ using
a square-wave test and an auxiliary circuit developed
by Sarma and Lankes [5.224]. An example is shown in
Fig. 5.36.

In order to correct for MCVA
w , one can select a TC

value which provides for the exact 1+ iωMCVA
w com-

pensation in (5.164). On current prototypes around 40
values are available [5.225]. However, a drawback is that
the bandwidth of the CVA decreases when TC increases,
as the gain–bandwidth product of an operational am-
plifier is fixed. Another approach is therefore preferred.
It consists of making a partial hardware correction in
the CVA during the experiments, with a fixed TC value,
and to complete the correction later, during data pro-
cessing, as suggested by Kuppa et al. [5.226] and Sarma
et al. [5.225]. Denoting these two signals by e′

raw(t) and
e′

corr(t), respectively, Comte-Bellot and Sarma [5.127]
explained the relation to apply to e′

raw(t) to restore e′
corr(t)

in terms of the i-th and (i −1)-th samples acquired at
a sampling frequency of fs

e′
corr(i)

= e′
raw(i)+ fs

{
MCVA

w [e′
raw(i)−e′

raw(i−1)]+TCe′
corr(i−1)

}
1+TC fs

.

(5.165)

This two-step procedure has several advantages:

1. it increases the productivity during data acquisition,
2. it ensures a constant frequency bandwidth whatever

the flow conditions or wire overheat, and
3. it permits slightly different MCVA

w values to be tested
within experimental accuracy (±2%).

A point, however, not yet investigated is how high
the sampling frequency has to be in order to allow
a first-order scheme. Further investigation on this topic
is encouraged.

The CVA output sensitivity coefficients to flow
changes, denoted by SCVA, can be obtained from (5.162)
and (5.164) and related to the wire sensitivity SCV in CV
operation. Also one has to note that r ′

w/Rw = −i ′w/Iw.
For example, this gives for velocity fluctuations(

e′
corr(t)

E

)
CVA

= SCVA
U

u′(t)
U1

with SCVA
U =

[
1+ Rw

(
1

R2
+ 1

RF

)]−1

SCV
U .

(5.166)
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The factor in the brackets is advantageously close to
1.0, as R2 = 100 Ω, RF = 300 Ω, and Rw � 10 Ω. The
correction is therefore rarely needed.

The lead resistance rL slightly modifies the sensi-
tivity coefficient given by (5.166) as well as the time
constant given by (5.164) because the constant volt-
age condition is (Rw +rL)Iw = constant and not simply
Rw Iw = constant. This topic has been investigated by
Comte-Bellot et al. [5.227] who established the follow-
ing useful compact form, which is valid for velocity
fluctuations as well as for temperature fluctuations,

SCVA (with lead) = LS × LM × SCV (5.167)

with

LS =
[

1+ (Rw +rL)

(
1

R2
+ 1

RF

)]−1

×

[
1+ rL

Rw(1+2aw)

]−1

(5.168)

(the CVA circuit resistances R2 and RF have been in-
cluded in LS) and

LM =
(

1+ rL

Rw

)[
1+ rL

Rw
(
1+2aw

)
]−1

.

(5.169)

Very advantageously, LS × LM � 1 because LS is
slightly greater than one, and LM slightly less than one.
The correction can therefore be often omitted.

Because of the constant-voltage operation the capac-
itance of the cable does not introduce any limitation on
the dynamic response and also does not pick up extrane-
ous noise, as pointed out by Sarma [5.148]. Inductance
may also have a similar neutral behavior. Indeed the CVA
has consistently exhibited superior noise immunity over
CTA and CCA in tests in high radiofrequency inter-
ference (RFI) and electromagnetic interference (EMI)
environments in hypersonic wind tunnels as reported by
Lachowicz et al. [5.220] and Blanchard et al. [5.228].
This advantage makes it possible for fast setup of the
CVA. Only the lead resistance of the cable needs to be
considered, as presented above.

The electronic noise of a CVA prototype was
analyzed by Weiss and Comte-Bellot [5.221]. Equa-
tion (5.159) are in this case completed with the
Nyquist–Johnson noise sources of all resistances, and
with the input voltage and current noise of the opera-
tional amplifier. Experiments were also conducted with
different carbon resistances and tungsten wires operat-

ing with no flow, at the setting TC = 0.10 ms generally
used. The rms noise value was found to decrease as
the wire resistance increased, hence permitting an up-
per noise limit to be determined from experiments on an
unheated wire. Regarding the noise power spectra, an in-
crease with the square of the frequency was observed, as
in other anemometers. An explicit relation was obtained
for the signal-to-noise ratio, SNR|CVA at frequency f

SNR|CVA

= 1

2π fMCVA
w

R2a

R2a + Rw

aw

2
(
1+2aw

) Vw

ên

û1

U1
(5.170)

with ên the noise spectrum in V/
√

Hz, e.g.,
ên � 2.7 × 10−9 V/

√
Hz in [5.221], and û1 the turbu-

lent spectrum also in V/
√

Hz. It was also shown that
Vw = RFV1/R1 ± e′

n, denoting the fluctuations of en by
e′

n. The value of R2a, which is proprietary to the manu-
facturer, can be assumed to be around R2/2, and hence
still large relative to Rw, so that R2a/(R2a + Rw) � 1.
Equation (5.170) is therefore easy to use. It permits
the estimation of SNR values when investigating the
low-energetic fine-scale turbulent structures or the back-
ground perturbations of wind tunnels.

Finally, for large-amplitude fluctuations, the higher-
order harmonics generated by parametric excitation at
the wire level (5.105), are compensated as if they were
turbulence. A suggestion to reject them would be to
deduce Rw(t) from Vs(t), and then R�(t) by inverting
(5.105) [5.229]. Nowadays time data are acquired at
high sampling frequencies and this procedure could lead
to satisfactory results. Attempts in that direction would
be most useful. A similar procedure could also work
for a CCA, but it has never been suggested, despite
the long history of the CCA. Also, as MCVA

w is less
than MCCA

w , the inversion of (5.105) could be done with
greater accuracy.

5.2.4 Calibration Procedures
in Subsonic Flows

The calibration of a hot-wire probe associated with its
anemometer establishes the relationship between the
anemometer output voltage and the magnitude and di-
rection of the incident velocity vector. A quiescent flow
is the best to quickly record accurate data. In air, the po-
tential region of a plane or circular jet, or the freestream
of a wind tunnel are often chosen. Nowadays, the flow
velocity and probe angle are easily controlled by a per-
sonal computer (PC), and the anemometer outputs are
acquired in an automated way.
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Fig. 5.37a,b Comparison of the CCA, CTA, and CVA response curves to velocity changes: (a) for aw = 1.0, (b) for
aw = 0.20, at the reference velocity U0 = 10 m/s. The vertical voltage shifts (in V) are 0.831, 4.157, and 8.314 for (a),
and 0.288, 2.208, and 4.800 for (b), for the CCA, CTA and CVA respectively. For the CTA, R1 = 40 Ω, for the CVA
R2 = 100 Ω

Preliminaries
The responses of anemometers generally exhibit nonlin-
earities for large velocity or fluid temperature changes.
Part of the nonlinearity comes from the wire and the
other part comes from the anemometer electronics. Al-
though both effects are included in calibration curves,
a hint of the shape of the curves is useful prior to the
systematic acquisition of calibration data. This can be
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Fig. 5.38a,b Comparison of the CCA, CTA, and CVA response curves to ambient temperature changes: (a) for aw = 1.0,
(b) for aw = 0.20, at the reference temperature Ta0 = 293 K, Ra0 = 5 Ω. The vertical voltage shifts and the values of R1

and R2 are the same as in Fig. 5.37

achieved by using a simple heat-loss law for the wire,
such as King’s law (5.48). Figure 5.37 reports Matlab
simulations for a single wire placed normal to a flow, for
the three types of anemometer, CCA, CTA and CVA,
and two mean wire overheat values, aw = 0.20 and 1.0
at the reference velocity U0 = 10 m/s. All anemometer
outputs are translated along the y-axis in order to coin-
cide at C. The curvature inherent to each curve is hence
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Fig. 5.39 Errors made by linearizing the anemometer calibration
curve around the operating point as a function of the turbulence
level. Example of a CTA; eps(1) to eps(4) are defined by (5.171)

preserved and permits a direct visual appraisal of the
nonlinear effects. For example, at aw = 1.0, the CVA is
seen to be able to keep an almost linear response over
a ±10% velocity change. A satisfactory linear response
also appears on the CTA, but strong nonlinearities occur
in a CCA.

The wire response to a change in Ra, which cor-
responds to a change in the fluid temperature Ta,
can similarly be investigated; results are presented in
Fig. 5.38. An exact linear response appears with a CCA
and a satisfactory one for a CVA whatever aw. On the
contrary, a CTA presents a strong nonlinear response at
low overheat ratios, already visible at aw = 0.20.

Figure 5.39 shows for a CTA the errors that exist if
only the tangent to the velocity calibration curve at the
operating point is used to interpret the measurements.
The operating point is such that U0 = 10 m/s, aw0 = 1.0,
and E0 = 4.157 V (with R1 = 40 Ω for the top bridge
resistance). The synthetic input turbulence u′ is a random
Gaussian noise, with 106 values, its mean and rms values
are 0 and 1.0, and the skewness and flatness factors
are 0 and 3, respectively. The turbulence level is varied
between 0 and 20%. The errors considered are defined by

eps(1) = E − E0

E0
,

eps(2) =
⎛
⎜⎝
√

e′2

E
− SU1

√
u′2

U0

⎞
⎟⎠
⎛
⎜⎝
√

e′2

E

⎞
⎟⎠

−1

,

eps(3) = e′3
(
e′2)3/2

, eps(4) = e′4
(
e′2)2 −3 (5.171)

with

e′(t) = E(t)− E and

SU1 = 1

4

B
√

U0

A + B
√

U0
= 0.215 .

The errors that affect the mean or the rms values
are small, less than 1%, and are hence negligible. On the
other hand, the flatness factors and more so the skewness
factors show large errors. Their measurement therefore
requires the use of the full calibration curve. This means
that the calibration curve has to be inverted with accu-
racy at each sampling point used in the data-acquisition
routine to deduce the velocity from the anemometer
output.

Results from the application of a time-varying si-
nusoidal input signal u′ is also instructive. The higher
harmonics that necessarily appear have low power
content, for example 10−2 and 10−4 down from the fun-
damental. Errors on the PSD spectra are therefore small.
Double correlation functions, which are Fourier trans-
forms of PSDs, are also expected to be free of error.
However, the skewness factors are in error, giving for
example eps(3) � −0.23 because of the cross-product,
which involves the square of the fundamental and the
first harmonic.

Static nonlinear effects can be similarly simulated
for the two other types of anemometers, the CCA and
CVA. For the operating point considered above (U0 =
10 m/s, aw0 = 1.0), at a Gaussian turbulence level of
10% for all the three anemometers, eps(1) and eps(2)
are both less than 1%, the higher harmonics have the
same low relative order of magnitude as indicated above,
eps(3) values are −0.22 for CTA, −0.34 for CVA and
+0.47 for the CCA, and eps(4) values are 0.12 for
CTA, 0.28 for CVA and 0.48 for CCA. For these higher
moments, inversion of the calibration curve is therefore
recommended whatever the type of anemometer.

Calibration of a Single Wire Normal to the Flow
For a single normal wire, only the incident velocity has
to be changed. It is often measured by a Pitot tube con-
nected to a pressure transducer. It is common practice to
carry out around 20–30 readings over the selected ve-
locity range. The description of the calibration curves
can be made by using

1. power relationships, close to King’s law or a similar
law with added terms
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2. simple or extended polynomial fits
3. spline fits.

Bruun et al. [5.231] compared the accuracy of the differ-
ent techniques. Technique 3 seems the best. It relies on
a flexible strip (a drafting spline) that provides a smooth
curve through and between points on the graph. The data
range is subdivided into subintervals, and each interval
is fitted with a cubic spline.

To ensure smoothness the empirical fit must pro-
vide a monotonic relationship between the anemometer
output and the velocity including the derivatives of all or-
ders. For example, for a CTA or CVA, the fit must verify
dn Eoutput/dUn

1 > 0 for n = 1,< 0 for n = 2, and> 0 for
n = 3, and so on. The calibration curve can then easily
and accurately be inverted to deduce the velocity in the
flow under investigation from the anemometer output.

For small turbulence levels, the local slope to the cal-
ibration, at the mean operating point, gives the sensitivity
coefficient SCCA

U1
, SCTA

U1
, SCVA

U1
, defined in Sect. 5.2.3.

For very low velocities the reference velocity using
pressure differentials is not accurate enough. The probe
is therefore displaced to a quiet environment at a known
speed. A rotating arm was used by King [5.183, 232],
a horizontal translating carriage by Baille [5.233], a slid-
ing carriage with adjustable inclination by Tewari and
Jaluria [5.234] to study directional effect of buoyancy.
Khoo et al. [5.235] kept the probe fixed and placed it in
the air gap between a top rotating disc and a bottom sta-
tionary disc. Their setup permits direct calibration under
the cooling influence of a nearby wall.

De Haan [5.236] investigated the use of acoustic
waves for the dynamic calibration of a hot-wire. An
acoustic standing wave was superposed on the mean
velocity. Experiments were conducted at a frequency of
2.5 kHz for a mean speed in the range 6–18 m/s for 18
wires differing in length, diameter and stub importance.
The rms velocities measured by the wire, and based on
a static calibration, were found to agree to within 4%
with those deduced from the microphone readings.

In the absence of mean velocity, the wire can be
placed at an acoustic velocity antinode within a res-
onant tube, but due to the rectified signal transmitted
by the anemometer, data processing must only be per-
formed on the incoming velocity maxima. The acoustic
pressure at the pressure antinode is measured by a mi-
crophone flush-mounted at the wall. Acoustic velocity
u′ and pressure p′ are simply related by u′ = p′/ρ0c0,
where ρ0 and c0 are the density and speed of sound, re-
spectively. The velocity is changed by adjusting the level
of the acoustic source, which is usually a loudspeaker.

Calibration in liquids is mostly performed in
a towing tank or in a large circular channel with a ro-
tating arm. Many setups are described in the Lomas
book [5.51]. A moving container filled with the test li-
quid and displaced along the wire was used by Dring
and Gebhart [5.237]. This method allows the easy
experimentation of different liquids at different temper-
atures.

Calibration of X-Wires in Subsonic Flow
For an X-probe, an additional angular calibration of each
wire with respect to its yaw angle θ is needed at dif-
ferent velocities. This is done by placing the X-probe
on a small rotating rig, with the probe center kept
unchanged [5.238].

For low turbulence intensities, the θ range can be
limited to ±10◦. Then SU1 (yawed wire) and Sθ (yawed
wire) defined in Sect. 5.2.3 can be evaluated and used.
Weighted sum and difference of the two anemome-
ter outputs then give u′

1(t) and u′
2(t). Furthermore, the

u′
2(t) signal is almost unaffected by the nonlinear wire

response to U1 [5.239].
For high turbulence levels, a larger θ range is needed,

and the interval ±35◦ is commonly used. An example of
a calibration map, borrowed from Abdel et al. [5.230], is
given in Fig. 5.40. Similar plots are reported by Lueptov
et al. [5.240] or Johnson and Eckelmann [5.241] among
others.

The calibration data can be used to create a look-up
matrix that contains, in discrete form, the relation-
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Fig. 5.40 Typical yaw angle calibration of a CTA-operated
X-probe at different velocities U1 (m/s) (after Abdel
et al. [5.230])
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ship between the two anemometer outputs, EI and
EII, and the velocity components, U1(t) and U2(t), or
their equivalents in plane polar coordinates, |U|(t) and
θU (t), for the velocity magnitude and flow angle, re-
spectively. This method makes no assumption regarding
the wire geometry or the wire response. When con-
ducting turbulence measurements, the reconstruction
of the velocity field, U1(t) and U2(t), needs bilinear
interpolation schemes with high-resolution grids. This
important topic is discussed by Lueptow et al. [5.240],
Chew and Ha [5.242], van Dijk and Nieuwstadt [5.80].
Historically, Willmarth and Bogar [5.243], and Will-
marth [5.244] pioneered the method and showed that
a unique velocity vector in the plane of the X-wire can
be obtained and followed in time. Very recently Bu-
rattini and Antonia [5.245] compared different X-wire
calibration schemes and concluded that the look-up-
table approach is more reliable than the effective-angle
calibration scheme.

The calibration data can be also expressed, for each
wire, in terms of a relationship involving King’s law.
The concept of an effective velocity, Ueff, is therefore
widely used to represent the velocity cooling the wire

U2
eff = U2

N +U2
B + k2U2

T . (5.172)

UN and UT are defined in Fig. 5.13d. The factor k takes
into account the effects due to the finite wire length and
the prong orientation with respect to the flow, usually
k � 0.10–020 [5.52]. Chew and Ha [5.238] studied more
precisely how k depends on the velocity and on the probe
angle. Bruun and Tropea [5.246] examined the yaw ef-
fect on A, B, and n in King’s law. When reducing data
for turbulence measurements, two equations have to be
resolved at each time to recover the velocity vector. This
computation is easier to perform when one considers
the variables |U|(t) and θU (t). The ratio of the two equa-
tions, one for each wire, gives θU (t). Subsequently, either
equation gives |U|(t). The procedure is greatly simpli-
fied if the X-probe is made of two mutually orthogonal
wires, as UN for the first wire becomes UT for the second
wire, and UN for the second wire becomes UT for the
first wire. However, there are always four solutions to the
system, and only the correct one must be kept, the one
in the approach quadrant (Sect. 5.2.2). This approach
is mostly used with constant-temperature anemome-
ters and details are reported by Kawall et al. [5.247],
Hishida and Nagano [5.78,79], Bruun [5.52], or Lekakis
et al. [5.248] among others. A comparison between the
two approaches, look-up matrix and effective velocity,
was made by Browne et al. [5.249] and they found that

the effective velocity gave surprisingly good results even
in high-intensity turbulent flows.

Calibration of Three- and Four-Wire Probes
in Subsonic Flows

The probe calibration now requires data collection for
each wire, with respect to the velocity U1, yaw angle
θ, and pitch angle φ. So the amount of data to collect
and save is very large. Examples are available in Lak-
shminarayana and Davino [5.250] for turbomachinery
flows or in Pompeo and Thomann [5.251] for wall turbu-
lence. When conducting turbulence measurements, the
data are exploited using the lookup-table method or the
concept of effective cooling velocity.

Van Dijk and Nieuwstadt [5.80] recently compared
the two approaches and strongly supported the lookup-
table method as a very good tool to process hot-wire
measurements, since rapid computer processing is read-
ily available. Among the pioneers of the techniques,
let us cite Pailhas and Cousteix [5.252], and Döbbel-
ing et al. [5.253]. Special surfaces fitting the calibration
data were computed by Samet and Einav [5.254] and
applied to measurements in a swirling jet issuing into
a coflowing stream.

The effective velocity approach was, however, used
successfully by Lekakis et al. [5.248] who experimented
with orthogonal and non-orthogonal probes, and by
Kawall et al. [5.247], Lekakis et al. [5.248], or Gieseke
and Guezennec [5.255]. In three-dimensions (3D), the
effective cooling velocity also contains the binormal
component UB, hence Ueff is given by

U2
eff = U2

N +h2U2
B + k2U2

T (5.173)

with h � 1.02–1.05 [5.52]. The three equations pro-
vided by the anemometer outputs are now solved in two
steps. Firstly, the ratios of the second and third equa-
tions by the first equation give the yaw and pitch angles
for the velocity vector. Then, either equation gives the
velocity magnitude. The resolution is much more direct
if the three wires constituting the probe are mutually
orthogonal. In any case, eight solutions are numerically
possible, and only one is correct, the one in the approach
octant. Addition of a fourth wire increases the accep-
tance cone as shown by Lemonis and Dracos [5.256]
and by Döbbeling et al. [5.257] who could extend the
acceptability range to a hemisphere. The acceptance an-
gle was also analyzed by Lavoie and Pollard [5.258]
who reported convincing results in the near field of
a turbulent jet. When using the effective cooling ve-
locity approach, there is also the need to refer to the
matrix ωij , which relates the wire-fixed frame O′

x′
i
, i. e.,
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(N ′ B′T ), to the space-fixed frame Ox j , i. e., (Ox1,x2,x3 ).
This is not difficult, just cumbersome. From Fig. 5.13,
one has

ωij = cos
(

O′
x′

i
, Ox j

)

=

⎧⎪⎪⎨
⎪⎪⎩

cos θ sinφ− sin θ+ cos θ cosφ ,

cosφ+0− sinφ ,

sin θ sinφ+ cos θ+ sin θ cosφ .
(5.174)

Hence, the velocity components in the wire-fixed frame,
UN′ , UB′ , UT, are related to those in the space-fixed
frame, U1, U2, U3, by

UN′ = U1 cos θ sinφ−U2 sin θ+U3 cos θ cosφ

UB′ = U1 cosφ+0−U3 sinφ

UT = U1 sin θ sinφ+U2 cos θ+U3 sin θ cosφ
(5.175)

and conversely, U1, U2, U3 are related to UN′ , UB′ , UT
by

U1 = UN′ cos θ sinφ+UB′ cosφ+UT sin θ sinφ

U2 = −UN′ sin θ+0+UT cos θ

U3 = UN′ cos θ cosφ−UB′ sin θ+UT sin θ cosφ .
(5.176)

It is interesting to note that these relations are similar
to those used when studying the 3-D turbulence spec-
tra [5.77], with a wavenumber vector playing the same
role as a vector coinciding with the hot-wire. Finally,
a simple 2-D matrix permits the expression of a rotation
around the wire to pass from the prong-frame (N B T) to
the wire-frame (N ′, B′, T ), with T common to the two
frames. This additional degree of freedom has to be kept
for each wire as the prongs location relative to the wire
is important [5.68, 90].

Wall Sensors in Subsonic Flows
Wall sensors are most conveniently calibrated by us-
ing the wall region of a fully developed pipe or channel
flow, where the measured pressure gradient can serve
as a direct measure of the wall shear stress. Examples
are given by Cousteix and Juillen [5.259], Haritoni-
dis [5.260] and Cook [5.261,262] for metallic films, and
by Huang et al. [5.263] and Lin et al. [5.62] for MEMS.
Turbulent boundary layers can also be used. The wall
sensor is calibrated against a reference method (skin
friction balance, oil-film interferometry) or well estab-
lished wall laws [5.264]. A properly calibrated Preston

tube can also be used [5.265]. The flow between a fixed
plate and a rotating plate was developed by Brown and
Davey [5.266] as a very convenient and inexpensive cal-
ibration device. The Stewartson solution for the mean
flow and the wall shear was used and adopted also by
Khoo et al. [5.235].

For metallic elements, the calibration curves are
observed to be of the form

Rw I2
w

Rw − Ra
= A + Bτ1/3

w . (5.177)

Such a reference equation was analytically established
by Lévêque in 1928 and by Fage and Falkner in 1931,
and revisited by Knudsen and Katz in 1958 [5.104],
Cousteix and Jullien [5.259], or Bailly and Comte-
Bellot [5.77]. A numerical heat-transfer model was
recently developed by Cole and Beck [5.267]. The main
assumption is always that the thermal boundary layer of
the heated sensor lies entirely within the linear region of
the velocity profile, usually called the viscous sublayer.
Experiments supporting this are those of Brown and
Davey [5.266], Reichert and Azad [5.268] or Alfredsson
et al. [5.269] among others. Coefficient B depends on the
probe and flow characteristics, and the additive constant
A depends mainly on the heat conduction leakage to the
substrate. In air it can represent as much as 50% of elec-
tric power injected [5.270]. Very interestingly, Sarma
and Moes [5.271] suggested a method to measure in situ
the heat loss to the substrate for a multiple hot-film array
operated by CVAs. In water, leakage to the substrate is
much less severe. Recently, Mangalam [5.272] reported
many successful experiments conducted with CVAs on
autonomous underwater vehicles.

For miniature MEMS devices, (5.177) is not sup-
ported by direct measurements. Lin et al. [5.62] reported
laws where the electric power varies as τ0.67

w for nitride-
based sensors and as τ0.85

w for parylene diaphragm
sensors. The authors invoked an additional heat-transfer
mechanism and developed an appropriate model for it.
Ruedi et al. [5.273] also reported significant difficul-
ties regarding the repeatability of calibration sets and
explored various reasons for them, such as the drift
of ambient temperature or quite small overheat ratios
for the sensor. Even after reduction of these effects,
the power dissipated by the film was closer to a linear
dependance on τw than to the classic τ1/3

w law.
Regarding the frequency response of the hot-film,

Cook [5.262] reported very interesting measurements
in an oscillating flow generated by controlling the
area of a sonic throat. They used a quartz-substrate
gauge, a glue-on gauge with a thin flexible substrate,
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and a surface film with a cavity underneath. Inter-
estingly, a laminar case was first studied [5.261] and
they could observe that the skin friction preceded the
freestream velocity by 45◦, as theoretically established
by Lighthill [5.274]. For turbulent flows, the phase ad-
vance went down to around 15−20◦. This experiment
was one of those simulated by Cole and Beck [5.267].
Their numerical approach permits to simulate different
thermal diffusivities for the substrate and different ra-
tios D/a, where D is the substrate depth and a is the
half-length of the hot-film in the flow direction, for ex-
ample D/a � 6 for comparison with the experimental
data of Cole and Beck. To this day, the highest fre-
quency achieved is only around 20 Hz, the limitation
being due to the maximum number of time steps in the
computation.

In hot-film arrays, an individual calibration of the
sensors is rarely needed as commercial sensors are man-
ufactured with nearly identical characteristics. In special
cases, for example to study the flow around a cylinder,
Desgeorges et al. [5.275] individually calibrated 251 hot
films simply by rotating the cylinder to bring each sen-
sor successively to the same angular position relative to
the flow.

Mean Fluid Temperature Drifts
in Subsonic Flows

In many flows, the mean temperature T a changes from
day to day because of the environment, or during an
experiment because of the heat released by the ma-
chines powering the wind tunnels, or from point to
point in non-isothermal flows such as hot jets. The
velocity calibration obtained at temperature T a0 is
not valid at another temperature T a. The reason is
that the curves expressing the relationship between
the anemometer output and the velocity are shifted
down for a CTA or a CVA and up for a CCA when
T a > T a0, and vice versa when T a < T a0. For the
CTA, Koppius and Trines [5.276] collected many data
for a long wire l/d ≈ 770 over a temperature range
of 283–353 K. Nitsche and Haberland [5.265] and
Thünker et al. [5.277] considered hot-wires and hot-
films, and they could combine a refrigerated flow and
a heated flow to make measurements over a very large
temperature range, 250–425 K. These extreme flow con-
ditions are typical of thermo and cryo wind tunnels.

There are several ways to account for the temperature
difference T a − T a0:

1. Velocity calibration curves can be collected at a num-
ber of different fluid temperatures, covering the

range of interest. All the curves are stored and the
adequate curve is used in the course of turbulence
measurements, which require the local temperature
T a to be independently measured. A thermocouple is
sufficient for a global temperature drift of a wind tun-
nel. For non-isothermal flows, local measurements
are needed and they require a cold hot-wire, usu-
ally operated in a CCA mode with a small (� 1 mA)
current. The procedure has to be repeated for every
wire in a multiple-wire probe. Interpolation proce-
dures also have to be developed to cover intermediate
temperatures. An example is given by Meyer [5.278]
for two wires making an X-probe and a third cold
wire.

2. When only one velocity calibration curve has been
recorded, at temperature T a0, only an analytical
correction can be attempted to recover it from
measurements carried out at Ta. The correction
is essentially based on King’s law. For a CTA,
Lemonis-Dracos [5.256] expressed the correction
procedure as

E
CTA
corr = E

CTA
meas

[(
T w − Ta0

)
(
T w − T a

)
]1/2

, (5.178)

which comes directly from the dependence
I

2
w ∼ (Rw − Ra) at fixed A + BU

n
1 in King’s law.

Benjamin and Roberts [5.279] revisited this correc-
tion for a large temperature change, 300–500 K, and
found that the physical properties of the fluid which
could affect A and B could be ignored, and even
that the approximate form deduced from (5.178) by
a first-order expansion

E
CTA
corr � E

CTA
meas

[
1−γc

(
T a0 − T a

)
(
T w − T a

)
]

with γc = 0.50 (5.179)

performs even better than (5.178). One can
also obtain (5.179) using the sensitivity co-
efficient SCTA

Ta
= −1/(2aw) = −Ra/2(Rw − Ra) �

−T a/2(T w − T a) defined in Sects. 5.2.2 and 5.2.3.
Meyer [5.278] examined the case of yawed wires
and found that γc � 0.45 when the yaw angle
reaches around ±30◦. Cimbala and Park [5.280]
also made use of King’s law, and added other fac-
tors to take into account a DC offset and a gain.
A relatively small temperature range was inspected,
300–308 K. Kostka and Vasanta Ram [5.281] and
Vasanta Ram [5.282] operated in the temperature
range 293–333 K, using wires of four different as-
pect ratios: 718, 306, 248 and 106. Their reduced
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data show that the overall Nusselt number Nua0,
with physical properties evaluated at a fixed tem-
perature, T a0 = 313 K, decreases linearly with the
temperature difference T a − T a0.

3. Hollasch and Gebhart [5.283], working with liquids,
suggested establishing the correction by changing
the wire temperature Tw rather than the fluid tem-
perature Ta.

4. Automatic compensation of ambient-temperature
drift can be introduced in the electronic cir-
cuit. This has mostly been developed for CTA.
Three approaches have been analyzed by Drubka
et al. [5.284]: the constant-overheat mode, the
constant-resistance-difference mode, the constant-
output-voltage mode. All of them, however, require
an additional temperature-compensating probe,
placed in the flow and integrated in the Wheatstone
bridge, and complex electronics. The simple King’s
law with constant coefficients is also assumed.

5. The need for an additional sensor is eliminated by
Sarma and Comte-Bellot [5.285] in a CVA setup.
An automated procedure permits to obtain in situ
the heated and cold resistances of a hot-wire in
each measurement cycle. The high Vw step, with
Iw � 100 mA, permits the turbulence to be recorded
and MCVA

w to be measured, while the low Vw step,
with Iw � 1 mA, yields Ra and Ta. Fig. 5.41 shows
a typical set of calibration curves obtained for differ-
ent fluid temperature Ta and the possibility to reduce
all the different calibration curves into a unique
calibration curve by using the ratio

PDR = Rw I2
w

(Rw − Ra)
, (5.180)

which involves the power injected in the wire and the
difference in the hot and cold resistance of the wire.
The PDR is therefore in essence a Nusselt number.

Truzzi et al. [5.286] used this method to measure
the unsteady flow in the near-orifice region of synthetic
jets. The method requires only one hot-wire. This is
a definite advantage over previous methods established
for CCA or CTA where an additional temperature sensor
is needed.

5.2.5 Measurement of Velocity
and Temperature Fluctuations

In subsonic non-isothermal flows, velocity fluctuations
are accompanied by fluctuations in the fluid temperature.
A single hot-wire placed normal to the mean incident
velocity therefore has a response of the form
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Fig. 5.41a,b Calibration curves collected at different fluid
temperatures Ta for a CVA, and correction made by using
the PDR ratio defined by (5.180)

E(t) = f
[
U1 +u′

1(t), T a + θ ′
a(t)
]
, (5.181)

where E(t) is the anemometer output, U1 +u′
1 the in-

cident longitudinal velocity and T a + θ ′
a the incident

fluid temperature. For small fluctuations, (5.181) can
be rewritten

e′(t)
E

= SU1

u′
1

U1
+ STa

θ ′
a

T a
, (5.182)

where the factors S are the sensitivity coefficients of
the chosen anemometer to velocity and temperature.
As early as 1947, Corrsin [5.287] pointed out the pos-
sibility to adjust the wire overheat aw to modify the
relative value of the ratio STa/SU1 in a constant-current
anemometer and, hence, the relative weight of the ve-
locity and temperature contributions in (5.182). A set
of independent algebraic equations was obtained and its
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resolution provided the turbulence levels u′
1

2, θ ′
a

2 and
the velocity–temperature correlation u′

1θ
′
a. This method

is still in use. Furthermore, in the limit aw → 0, the
corresponding cold wire acts as a resistance tempera-
ture sensor and gives the temperature fluctuations. In
practice, one has to see how small aw can be set com-
pared with the anemometer noise. This also leads to
the use of very fine wires, down to 0.25 µm. With two
wires operated simultaneously, one can dispose of two
equations similar to (5.181) or (5.182); adequately com-
bining them gives the instantaneous fluctuations u′

1(t),
θ ′

a(t), and the mean values U1, T a. Most of these tech-
niques can also be extrapolated to higher combinations
of sensors, such as a X-wire associated with a cold wire
to obtain u′

1
2, u′

2
2, θ ′

a
2, u′

1u′
2, u′

1θ
′
a, and u′

2θ
′
a. In this sec-

tion we examine the most important topics related to
these techniques.

The Multiple Overheat Ratio Method
with One Wire

From the sensitivities SU1 and STa given in Sects. 5.2.2
and 5.2.3 one easily obtains the ratio STa/SU1

STa

SU1

= − 2

aw

B
√

U1

A + B
√

U1

χT a
[
1−χ

(
T a − T0

)]

� − 2

aw
(5.183)

independent of the anemometer type. The approximate
value −2/aw is for A � B

√
U1, Ta � T0 and χ � 1/Ta.

This clearly shows that adjusting the overheat ratio
aw permits modification of the ratio STa/SU1 . Squaring
(5.182), using the approximate sensitivity ratio −2/aw
and averaging, yields

1

S2
Ta

e′2

E
2 = θ ′

a
2

T
2
a

−aw
u′

1θ
′
a

U1T a
+ a2

w

4

u′
1

2

U
2
1

. (5.184)

The anemometer type appears only in the left-hand side
of this equation through the sensitivity coefficient STa .
A minimum of three values of the overheat ratio aw

is required to extract θ ′
a

2/T
2
a , u′

1
2
/U

2
1, and u′

1θ
′
a/U1T a.

More values permit the data to be smoothed and yield
greater accuracy, as is done in supersonic flows where
temperature is an inherent variable to be determined.

The Cold Wire Method
In the limit aw → 0, the wire operates as a resistance
sensor and advantageously isolates the temperature fluc-
tuation θ ′

a. However, different problems have to be
examined: the residual velocity contamination, the time
constant, end effects, and electronic noise.

Using King’s law (5.48), and assuming Rw � Ra
except in the difference Rw − Ra, the condition on aw
shows that the sensitivity ratio at a fixed velocity varies
as the inverse square of the current Iw through the wire

STa

SU1

� −2

(
A + B

√
U1

)
1

I2
w

for a CCA ,

(5.185)

and as the inverse square of the wire voltage Vw

STa

SU1

� −2

(
A + B

√
U1

)
R2

a

V 2
w

for a CVA .

(5.186)

A CTA cannot operate a cold wire because its response
is strongly nonlinear at low overheats and its feedback
loop also loses effectiveness (Sect. 5.2.3).

Equation (5.185) clearly shows that very small cur-
rent intensities have to be used. Accordingly, the wire
output signal is small and a fine wire is preferred. Tung-
sten wires are commercially available with d = 3.2 and
4.3 µm and platinum and platinum–rhodium wires with
d = 2.5, 1.0, 0.63, and even 0.25 µm. The current to
realize a cold wire is around 0.20 mA for d = 2.5 µm,
0.15 mA for d = 1.0 µm, 0.10 mA for d = 0.63 µm and
0.05 mA for d = 0.25 µm. The overheat ratio is then less
than 0.01. For a wire length of around 0.5 mm, the cold
wire resistance is of the order of 10 Ω for d = 2.5 µm,
60 Ω for d = 1.0 µm, 150 Ω for d = 0.63 µm, and
1200 Ω for d = 0.25 µm. Extrafine wires are reserved
for low-speed laboratory experiments requiring high-
frequency responses and low noise. Special circuits have
also to be developed to accept such large values of the
wire resistance. Data are reported among others by Yeh
and Van Atta [5.288], Fulachier [5.289], Paranthoen
et al. [5.290], Browne et al. [5.291], Mydlarski and
Warhaft [5.292], and Tagawa et al. [5.293] and Mestayer
and Chambaud [5.294].

The wire resistance changes with flow temperature
are small and they require high amplification factors or
the use of special bridges. A first attempt by Yeh and
Van Atta [5.288] made use of a high-frequency carrier
as in AC strain gauge bridges. Lin and Lin [5.295] de-
veloped a special bridge, and Tavoularis [5.296] used
a reference voltage source. Output signals on the order
−0.10 V/K were obtained. Present commercial systems
permit outputs up to −0.5 V/K. The coefficient χ that
links resistance and temperature also has to be accurately
known. Van Dijk and Nieuwstadt [5.65] examined dif-
ferent techniques, including the common one that makes
use of an oven.

Part
B

5
.2



Velocity, Vorticity, and Mach Number 5.2 Thermal Anemometry 275

The electronic noise of the circuit and the signal-
to-noise ratio should also be estimated prior to
measurements. These values will be those which finally
determine the current intensity through the wire. The
use of a low-pass filter that keeps only the significant
part of the signal is beneficial, for example, a low-pass
filter set at 5 kHz was used by Browne et al. [5.291] and
Lemay and Benaïssa [5.66]. When a known frequency
prevails, such as in a pulsed jet or in an acoustic resonat-
ing cavity, a narrow-band pass filter can be associated
to that known frequency. Huelsz and Ramos [5.300] re-
ported results with a ±5 Hz filter around 130 Hz in an
acoustic refrigerator.

Values of the time constant Mw of cold wires are
reported in Fig. 5.42. The measurement of Mw at small
overheat can be obtained in different ways.

• Use of the time step response of the wire to an ex-
ternally injected square wave signal, as is done for
hot-wires. This is advantageously made in a low-
turbulence environment. Some difficulties can be
encountered due to the electronic noise.• Measurement of the frequency response of the
wire to a sine-wave injection, then Mw = 1/(2π fc),

��)�
���
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�,��B+�
���
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Fig. 5.42 Time constant of cold wires for U1 � 5 m/s,
dagger: Antonia et al. [5.297], open circle: Browne
et al. [5.291], � LaRue et al. [5.298], upwards trian-
gle: Lemay and Benaïssa [5.66], filled circle: Tagawa
et al. [5.293] plus: Fulachier and Dumas [5.299] plus in cir-
cle: CVA experiments (see references for the wire material,
l/d ratio, and the presence or absence of stubs)

where fc is the frequency at which a −3 dB reduction
occurs in the wire response.• Use of the response of the wire placed alternatively
in a hot/cold flow at a known frequency. Antonia
et al. [5.297] placed the cold wire downstream of
a larger-diameter cylinder that was pulsed at differ-
ent frequencies with a short-duration voltage pulse.
Paranthoen et al. [5.290] vibrated the wire across
a cold/hot interface.• Extrapolation towards aw = 0 of Mw data obtained
at slightly higher aw values. This can be a way to
get around the electronic noise that precludes ac-
curate measurements. Preliminary CVA data were
successful using the interval aw = 0.08–0.20.• Radiative heating of the sensor, as suggested by
Kidron [5.145]. The radiant flux should be well
focussed on the wire itself, avoiding stubs for plat-
inum wires etched from Wollaston or prongs for bare
tungsten.

Estimates of Mw can be obtained from (5.103), al-
though established for wires with infinite aspect ratio.
Letting aw → 0 gives

Mw = ρwcwd2

4kaNua
. (5.187)

Usually, for a regular hot wire, Mw ∼ d3/2 because
BN Re1/2 is dominant compared to AN in the Nusselt
law (5.44). For a cold wire AN can play a role, as the
wire is far less sensitive to the flow, thus the law Mw ∼
d2 can also be expected. Both the d3/2 and d2 laws
are reported in Fig. 5.42. The former seems to fit the
experimental data better irrespective of the presence or
absence of stubs and the influence of the wire aspect
ratio.

The spatial resolution of a cold wire relative to
the temperature field is also an important topic to be
considered. For isotropic turbulence, it can be inves-
tigated similarly to that was made for the velocity
field (Sect. 5.2.2). Indeed Uberoi and Kovasznay [5.166]
entitled their work field mapping by the wire without ref-
erence to the nature of the turbulent fluctuation. Only the
spectral tensorΦθa (k1, k2, k3) and the three-dimensional
spectrum G(k) adapted to a scalar field have to be used.
They are such that

Φθa (k1, k2, k3) = G(k)

k
with θ2

a =
∞∫

O

G(k)dk .

(5.188)
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Fig. 5.43 Spatial resolution of a cold wire for the one-dimensional
temperature spectra

Themeasuredone-dimensionalspectrumistherefore

Φm
θa

(k1) = 1

2

∞∫
k1

W
G(k)

k
dk (5.189)

with W still given by (5.128). When W = 1 the form
established by Kovasznay et al. [5.301] for Φm

θa
(k1) is
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Fig. 5.44 Spatial resolution of two cold wires for the one-dimen-
sional ∂θa/∂x2 spectra

recovered. In what follows a Karman–Corrsin–Pao spec-
trum is used for G(k), being very flexible to fit laboratory
or atmospheric data. Within a numerical factor (omitted
for simplicity and of no consequence for the spatial res-
olution error based on the ratio of measured and exact
values) G(k) is

G(k) ∼ θ2
a

k′
e

(k/k′
e)2

[
1+ (k/k′

e

)2]11/6 exp

[
− 9

4 Pr
(kη)4/3

]
.

(5.190)

Moreover, one can compute the integral length scale Lθa

using the relation

Lθa = π

2

∫∞
0 k−1G(k)dk∫∞

0 G(k)dk
. (5.191)

Here, k′
e is adjusted in order to have Lθaη = 3.2, 4.5,

7.9, 12.8 and 22, as for the velocity field examined
in Sect. 5.2.2. This leads to k′

eη = 0.99, 0.465, 0.183,
0.092, and 0.045, respectively. These values are very
close to those used for the velocity spectra, k eη = 1,
1/2, 1/5, 1/10, and 1/20. For atmospheric data, inner
and outer scales based on the lower and upper limits of
the k−5/3 law are often preferred to k′

e and η, but the
form of (5.190) still holds.

Figure 5.43 reports errors concerning the one-
dimensional temperature spectra for different values of
L/η = Lθa/η and a fixed wire length, l = 6η. A unity
Prandtl number has been chosen. A smaller value, such
as Pr = 0.70 for air, would just lead to smaller errors
as the exponential tail of G(k) reduces the presence of
small scales more strongly. On the whole, the errors for
the temperature field appear slightly smaller than for the
velocity field. A possible reason stems from the fact that
Fourier components can be aligned with the wavevector
for the temperature field, rather than only normal to it
as for the velocity field, hence decreasing the impact of
the k3 components.

The errors on the lateral derivatives of the tempera-
ture field measured using two parallel cold wires can be
similarly obtained. The measured spectrum taking into
account both the wire length and the wire separation is
found to be

Dθa,2 = 1

4

∞∫
k1

WD
G(k)

k

(
k2 − k2

1

)
dk (5.192)

with WD still given by (5.136). Results are reported in
Fig. 5.44. Again, the errors appear to be smaller than the
errors concerning a velocity field. For the longitudinal
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Fig. 5.45 Influence of Wollaston
length and stubs on the transfer
function H( f ) for a cold wire (after
Paranthoen et al. [5.290])

derivatives, deduced from one-dimensional spectra us-
ing a single wire and the Taylor hypothesis, errors will be
those that exist in the one-dimensional spectra weighted
by k2

1.
For anisotropic turbulence, no investigation has been

conducted yet. Some progress using numerical simula-
tions would be most welcome. Also, the case of hot wires
with a mixed velocity–temperature response would be
worth considering.

Finally, end losses for cold wires have been investi-
gated by several researchers. As only a small part of the
ohmic heating is convected away by the flow, thermal
conduction towards the ends of the wire is large. Most
important is the dynamic effect pointed out by Perry
et al. [5.302], Paranthoen et al. [5.290, 303], and Tsuji
et al. [5.57], with a low plateau appearing in the wire
transfer function. This effect depends strongly on the as-
pect ratio of the wire and on the way in which the wire is
bonded at its ends, in particular whether stubs are used
or not (Fig. 5.45). Long stubs noticeably improve the
wire response. In Paranthoen’s results the wire aspect
ratio is around 190, deliberately chosen small to point
out the effect. Usually, fine wires present a higher aspect
ratio, around 400 for a 1 µm wire that is 0.40 mm long.

The Multiple Overheat Ratio Method
with Two Wires

Two wires, labeled I and II, simultaneously operated
at two different overheats and closely located, give the
following responses

EI = fI(U1, Ta) ,

EII = fII(U1, Ta) , (5.193)

for large turbulent changes, or
(

e′

E

)
I
= (

SU1

)
I

u′
1

U1
+ (STa

)
I

θ ′
a

T a
,

(
e′

E

)
II

= (
SU1

)
II

u′
1

U1
+ (STa

)
II

θ ′
a

T a
, (5.194)

for small fluctuations. In the former case, a complete
database permits one to obtain U1 and Ta. The technique
is similar to that indicated for X-wires (Sect. 5.2.4).
Direct readings, as suggested by van Dijk and Nieuw-
stadt [5.65] or polynomial fits as suggested by Artt and
Brown [5.304] can be used. In the latter case, the prop-
erly weighted sum and difference of the responses give
u′

1(t) and θ ′
a(t). A cold wire can be used as wire II, hence

simplifying the data processing.

Calibration in Velocity and Temperature
The calibration of a wire for joint velocity and tem-
perature measurements relies on the recording of the
anemometer output while varying first the velocity at
a fixed temperature and then the temperature at a fixed
velocity. This requires a wind tunnel equipped with con-
trolled heating and cooling systems. An open jet with
a temperature range of 280–320 K, and a velocity range
of 2–50 m/s can cover most of the subsonic needs. The
probe is placed in the potential core of the jet. Obtaining
smooth calibration curves or accurate look-up tables re-
quires sufficient data points, as explained in Sect. 5.2.4
for two velocity components.

Instead of U1 and Ta, other doublets of variables
can be used. The Pitot tube reading h = ρaU2

1/2 and the
thermocouple indication Ta are directly provided by an
experiment; hence they are convenient measurements
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for this purpose. This was suggested by Comte-Bellot
and Mathieu [5.305] when working on heated wall jets.
The sensitivity coefficients associated with the variables
h and Ta, denoted by Ŝ, can be related to S by referring
to U1 and Ta. Writing the differential response for any
anemometer, we have on one hand

r ′
w

Rw
or

i ′w
Iw

=
(

U1

Rw

∂Rw

∂U1

)
cstTa︸ ︷︷ ︸

SU1

dU1

U1
+
(

T a

Rw

∂Rw

∂T a

)
cstU1︸ ︷︷ ︸

STa

dTa

T a

(5.195)

and on the other hand
r ′

w

Rw
or

i ′w
Iw

=
(

h

Rw

∂Rw

∂h

)
cstTa︸ ︷︷ ︸

Ŝh

dh

h
+
(

T a

Rw

∂Rw

∂T a

)
csth︸ ︷︷ ︸

ŜTa

dTa

T a
.

(5.196)

The increment dh can be developed in (5.196). For
an incompressible fluid with thermal expansion obey-
ing the Boussinesq assumption, and hence at constant
surrounding pressure, one has ∂ρ/ρ = −∂Ta/T a, and
therefore

r ′
w

Rw
or

i ′w
Iw

= Ŝh

(
− dTa

T a
+2

dU1

U1

)
+ ŜTa

dTa

T a
.

(5.197)

Identifying with (5.195) gives

SU1 = 2Ŝh ,

STa = ŜTa − Ŝh . (5.198)

Another doublet is the mass flow rate ρaU1 and the
fluid temperature Ta. The former quantity is, for exam-
ple, measured using a Brooks meter where a known
fraction of the incident flow is derived and passed
through a capillary tube where it is heated. The mass
flow rate is deduced from the temperature rise and the
heat capacity of air. The fluid temperature is measured
with a thermocouple, placed in the main duct before the
junction. The corresponding sensitivity coefficients, de-
noted by S̃, can be derived in a similar way as above,
which gives

SU1 = S̃h ,

STa = S̃Ta − S̃ρaU1 . (5.199)

Sets of calibration curves or look-up tables will then
use h and Ta, or ρaU1 and Ta, as their parameters.

5.2.6 Calibration Procedures
in Compressible Flows

Wires in Compressible Flows
A complete calibration procedure for high subsonic and
supersonic flows, which would be similar to that in sub-
sonic flows, is not easy to perform. One would need
to change ρ, U and Tt or ρU , M and Tt indepen-
dently, and this is only possible in specialized facilities.
Jones [5.134] described such a facility which covers
the ranges: M = 0.05–1.0, Pt = 0.2 × 105 –1.0 × 105 Pa,
and Tt = 848–1098 K for a 5.7 cm nozzle exit diam-
eter. Bonnet and Knani [5.306] built a 1 cm supersonic
calibration jet that permits the ranges M = 1.3–3,
Pt = 3 × 105 –14 × 105 Pa, and Tt = 250–280 K.

In practice, changes of the density ρ and mass
flow ρU are made by acting on the total pressure
Pt [5.122]. The Mach number M is changed by using
different nozzles, as reported by Bonnet [5.92]. Laufer
and McClellan [5.59] used a servo-driven stainless-steel
flexible-plate nozzle. Gaviglio placed the hot-wire at
different positions along the axis of a long supersonic
nozzle [5.122].

Modification of Tt is less simple, because it implies
an adjustment of Pt to keep ρU constant through the
nozzle. Indeed, the mass flow rate for a nozzle of Mach
number M and area A is given by [5.307]

AρU = AMPt

(
γ

rTt

)1/2

×

(
1+ γ −1

2
M2
)−(γ+1)/2(γ−1)

(5.200)

where r = R/m (5.58). Equation (5.200) shows that, if
Tt is increased, Pt should also be increased. Often this
adjustment is not possible, and the sensibility coefficient
relative to Tt is computed using the term (XXX) in (5.82).
This requires knowledge of nt and mt for the fluid, χ ′
for the wire, and Aw for the operating conditions. This
method was used by many authors, Rose [5.135], Ko
et al. [5.144], and Gaviglio [5.122]. Results concerning
the sensitivity coefficients in supersonic flows are given
in Sect. 5.2.2 and Fig. 5.18.

Calibration of inclined hot-wires in supersonic flows
is usually attempted using the same procedure as in
subsonic flow, by yawing the probe through an angle
of about ±10◦. Very satisfactory results are described
by Konrad and Smits [5.308] who developed special
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probes. However, some difficulties were indeed en-
countered in earlier experiments. Wire overheat effects
were reported by Bonnet and Knani [5.306]. Fernando
et al. [5.309] investigated the problem of flow interfer-
ence, where the shock waves from one wire and the
wires’ supports interfere with the flow on the other wire.
The possible effect of the bowed shape of the wire
is invoked by Smits and Muck [5.310]. Some density
variation along the wire is also possible, as studied by
Reshotko and Beckwith [5.311] and revisited by Smits
and Muck [5.310]. The simple cosine law of the sub-
sonic flows was therefore not so obvious for supersonic
conditions, and careful analysis was advised prior to
systematic measurements.

Rose and Johnson [5.312] preferred to use closely
matched yawed wires, at approximately ±45◦ to the flow
direction and to measure the instantaneous difference
between the two signals to obtain u′

2. The procedure is
similar to that suggested by (5.40) in subsonic flows, as
ρ′ and θ ′

t disappear in the difference. The wires were
considered matched when their visual appearances were
similar and their cold resistances were within 5% of
each other. In principle, this direct measure of u′

2 should
be very pertinent for comparison with laser Doppler
velocimetry (LDV) [5.313].

Attention should also be paid to the errors due to
large fluctuations, as developed in Sect. 5.2.4. Since
calibrations are difficult in compressible flows, sensi-
tivity coefficients obtained with small perturbations in
incompressible flows or subsonic flows are often used
for the purpose (5.97). This implies that only rms, the
PSD, or double correlation functions can be reasonably
investigated.

Wall Sensors in High-Speed Flows
A direct calibration of wall films can also be made
against a Preston tube in high subsonic and supersonic
conditions. Bradshaw [5.314] and Spina et al. [5.315]
analyzed the several assumptions which have to be
fulfilled, and most importantly the existence of a log-
arithmic region. These two review articles also offer
reliable skin-friction formulae that can be used whenever
the global characteristics of a flow are known.

A comparison between wall hot-film and other
experimental techniques for wall shear-stress measure-
ments, such as laser interferometry, liquid crystals, or
infrared imaging, was made by Hall et al. [5.87]. The
Mach range was from 1.5–2.5 and the unit Reynolds
number was 3.3 × 106 –13.1 × 106 /m. The thin films
provided the most reliable and quantitative indicator of
the details of the transition process.

Uncalibrated sensors are usually sufficient to detect
boundary-layer transition, flow separation, or shock os-
cillation on airfoils, because of the important magnitude
changes occurring on the anemometer signals. This is an
advantage when doing in-flight experiments. The very
stable CVA appears particularly well adapted to this ob-
jective. Experiments are reported by Moes et al. [5.88]
over a Mach number range of 0.68–0.80 at an altitude
of 6000 m, with a 45 Ni hot-film array, the anemometers
being tuned in situ to take into account the 15% decrease
of the cold resistance compared to its value at ground
level.

5.2.7 Special Techniques

The Flying Hot-Wire
One of the main restrictions of stationary hot-wire
anemometry is its inability to provide measurements
when reversing flow occurs. This is overcome by dis-
placing a probe, usually an X-wire, through the flow to
be investigated. At a time t the probe is assumed to be
at a known position xp, yp, zp and to move at a known
velocity Up, Vp,Wp. The probe responds to the relative
velocity, Ur, Vr,Wr, and the flow velocity, U, V,W is
connected to the measured velocity Ur, Vr,Wr by

U = Up +Ur V = Vp + Vr W = Wp + Wr .

(5.201)

The probe velocity should be sufficient to ensure that all
signals correspond to a velocity vector remaining within
the approach quadrant of the X wire probe.

The name of flying probe comes from the investiga-
tion of atmospheric turbulence using a probe attached to
an aeroplane, as reported by Payne and Lumley [5.316],
and Sheih et al. [5.317]. In the laboratory the probe
motion can be of various types:

• Linear, as developed by Panchapakesan and Lum-
ley [5.318, 319] to study the external zones of air or
helium jets, or by Kelso et al. [5.320] to investigate
a flow past a fence,• Circular, as used by Coles and Wadcock [5.321]
to study the flow past an airfoil, by Cantwell and
Coles [5.322] to analyze the near wake of a cylinder,
by Walker and Maxhey [5.323] to investigate grid
turbulence, and by Hussein et al. [5.324] to study
turbulent jets. This last work reported interesting
comparisons between a stationary hot-wire, a flying
hot-wire and LDV measurements,• Curvilinear, as developed by Thomson and
Whitelaw [5.325] and Al-Kayiem and Bruun [5.326]
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with bean-shaped trajectories to approach separation
bubbles over airfoils.

The flying hot-wire technique requires the devel-
opment of an electronic timer circuit to obtain a cyclic
operation, which includes routines to initiate the motion,
to acquire data during the effective passage, to move the
probe back to its initial position, possibly by another
path than that used for measurements, and to respect
a rest position so that all flow disturbances disappear.
The data from each sweep then permit to obtain phase
averages for every measuring point. A full calibration
of the X-wire probe is required. Many practical details
of the implementation of a flying hot-wire system are
available in Bruun [5.52].

Nowadays, flying hot-wire anemometry is in com-
petition with laser Doppler anemometry and particle
image velocimetry in laboratory experiments. However,
it might keep its place for the study of atmospheric tur-
bulence. For example, the work by Otten et al. [5.327]
is most interesting as the aircraft speed is in the
range 100–200 m/s, hence involving compressible flow
around the probe.

Three-Wire Pulsed Anemometers
When heat is rapidly produced in a wire by an elec-
tric voltage pulse of a few microseconds, a tracer of
heated air is introduced into the flow. This thermal
wake can be detected by a sensor acting as a resistance
probe placed downstream of the heated wire. Further-
more, two wires placed on either side of the pulsed
wire permit the determination of the velocity direc-
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Fig. 5.46a,b Sketch of a three-wire pulsed probe. P is the pulsed
wire, S1 and S2 are the sensors detecting the thermal wake: (a) gen-
eral set up with sensors perpendicular to the pulsed wire, (b) special
set up for laminar or acoustic flows

tion and to solve the forward–reverse ambiguity of the
flow.

Figure 5.46 illustrates a pulsed probe. Usually the
two sensor wires are parallel and their axes are perpen-
dicular to the axis of the pulsed wire (Fig. 5.46a). This
permits the thermal wake to impact either on one of
the sensors even in the presence of turbulence. The sen-
sors, kept parallel and perpendicular to the pulsed wire,
can also be slightly inclined onto the pulsed wire. It
was shown that this setup improves the directional re-
sponse of the global probe. Jaroch [5.328], Castro and
Haque [5.329], and Castro and Dianat [5.330] suggested
setting the angle to about 30◦. Sensor wires parallel to
the pulsed wire Fig. 5.46b are appropriate when the ther-
mal wake remains along a known line and downstream
of one of the two sensors. This is possible for separated
laminar flows or acoustic fields. Close to a wall where
strong velocity gradients exist the pulsed wire has to be
placed parallel to the wall. The nearby wall also per-
mits the development of through-wall probes where all
the prongs supporting the wires stem from the wall, as
reported by Castro and Dianat [5.330].

Sketches and pictures of probes are available in
Bradbury and Castro [5.331], Westphal et al. [5.332],
Jaroch and Dahm [5.333], and Castro and Di-
anat [5.330] among others. A 5–10 µm tungsten wire is
often used for the pulsed wire to sustain the thermal load-
ing, while 2–5 µm wires are used for the sensors. The
wire length is in the range 6–10 mm, and the spacing s
is in the range 1–2 mm. The working velocity range is
1–10 m/s. The repetition frequency of the pulse is rather
low, around 50 Hz, because the pulsed wire is required
to cool completely between pulses.

The time of flight, T , of the wake from the pulsed
wire to one of the sensing wires has to be linked to the
magnitude of the velocity |U| and to the yaw angle θ.
The velocity vector is supposed to lie in the plane of the
sensors. This requires a preliminary probe orientation,
comparable to the use of X-wire probes (Sect. 5.2.2).
There is also an acceptance angle for the pulsed probe
which is connected to the length l of the sensors and the
spacing s between the pulsed wire and either one of the
sensors. Obviously, the maximum possible yaw angle is
θmax = tan−1(l/2 s). With l = 10 mm and s = 1 mm, this
leads to θmax � 75◦.

The velocity magnitude |U| and the time of flight
T could be thought of as simply connected through
a convective process, which would give

T = s

|U| cos θ
and U1 = s

T
. (5.202)
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Calibrations show that the cosine law is approxi-
mately obtained at fixed values of |U| [5.329, 334].
Regarding the time of flight T , more-complex ex-
pressions than (5.202) are reported at fixed θ. For
example Handford and Bradshaw [5.334] or Castro and
Haque [5.330] indicated

U = a
1

T
+b

1

T 2
+ c

1

T 3
+d

1

T 4
. (5.203)

The reason for this difference is that many physical
mechanisms other than convection are involved in the
generation, development, and reception of the thermal
wake.

• The turbulent dispersion brought due to all three tur-
bulent velocity fluctuations enlarge the wake. An
estimate necessarily involves the statistical prop-
erties of the turbulence field. Very roughly, the
assumption of a short-time dispersion gives a dis-
placement in the i direction δi � u′

i T � 0.2 mm for
a turbulence intensity around 20%, for U = 10 m/s
and T = 0.1 ms. The viscous diffusion of the wake
adds a small widening of the wake, on the order of
0.02 mm as given by δ � (νT )1/2 for Pr = 1.• When the thermal wake hits the sensor, the impact
only concerns a small fraction of the length of the
wire, around 0.2 mm as estimated above, when the
sensors are normal to the pulsed wire. The thermal
conduction along the axis of the sensor wire becomes
important, with heat conducted towards both the sup-
porting prongs. This problem is more complicated
than that considered in Sect. 5.2.2 where the whole
wire was submitted to a flow. This topic has mostly
been considered by Bradbury and Castro [5.331].• Close to a wall the contours of constant temperature
after the release of a heat puff are addition-
ally distorted by the velocity shear as they move
downstream. Castro and Dianat [5.330] established
analytical results for a uniform shear flow. These
contours are ellipses, highly elongated along the Ox1

direction by up to 0.4 mm when arriving at the sens-
ing probe, and slightly tilted up towards the rapidly
moving fluid. As a consequence, only a smeared
temperature front arrives on the sensor. Incidentally,
these contours are very similar to those established
by Tennekes and Lumley [5.162] for the dispersion
of particles in a uniform shear flow.• Finally, the thermal inertia of the sensor introduces
a time delay in its response. Bruun [5.52] established
an interesting relation that gives the time tmax at
which the maximum amplitude of the signal occurs,
taking into account the relative importance of the

thermal lag of the sensor MS to that of the pulsed
wire MP

tmax = s

U
+ MP MS

Mp − MS
log

MP

MS
. (5.204)

To achieve the best measurement of the time of flight,
Handford and Bradshaw [5.334] advise working on the
signal slope, in order to differentiate the time signal pro-
vided by the sensor. The flight time is then deduced from
the point at which the slope value passes through a preset
level. This method was found to be nearly independent
of the flow speed.

The number of flight times that are necessary to
achieve a prescribed accuracy depends strongly on both
the turbulence characteristics that are studied, mean ve-
locities or Reynolds stresses, and on the level and scale of
turbulence present. An order of magnitude is 2000 flight
times, which gives a total acquisition time of around
40 s.

During measurements, the most appropriate orienta-
tion of the pulse-wire probe within the flow also has to be
selected. Alignment with the streamwise direction θ = 0
provides accurate measurements of U1 and u

′2
1 . Other

angles θ are introduced to obtain U2, u′2
2, and u′

1u′
2.

Pitch angles are also sometimes needed. Many details are
given by Castro and Cheun [5.335], and Jaroch [5.328].

The pulsed probes have proved their capabilities in
the highly recirculating zones close to obstacles. Brad-
bury [5.336] obtained complete streamline patterns in
the very near wake of a flat plate placed normal to
a 7.5 m/s flow. Castro and Haque [5.329] added a cen-
tral splitter and investigated the normal and tangential
Reynolds stresses and the momentum balance. Exper-
iments in an axisymmetric free jet were reported by
Jaroch [5.328]. The measurements of U1 and u

′2
1 with

single hot-wire and different types of pulsed-wire probes
agreed very well. Some scatter appeared on other quan-
tities such as U2, u′2

2, or u′
1u′

2. To reduce this, he advised
the use of pulsed-wire probes with the largest and
most symmetric acceptance cone. Venas et al. [5.337]
conducted experiments in wall jets and reported sat-
isfactory agreement with laser Doppler anemometer
data.

One-Wire Pulsed Anemometers
Another technique to measure flow velocity uses the
response of a wire first heated with a very short electri-
cal pulse and then left to relax and cool. The velocity
can be deduced from the time history of the evolution,
which is a function of the velocity component U nor-
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Fig. 5.47 Time evolution of the pulsed wire temperature
during pulse and relaxation periods, for two speeds, U1

and U2 with U1 <U2: pulse duration 1 µs, current intensity
when pulsing Iwp = 1 A. The pulse heats the wire by around
50 K. (After Mathioulakis et al. [5.339])

mal to the wire. This idea was introduced by Calvet
and Liousse [5.338] in 1971 for free convection flows,
and received a renewal of attention after 1994 through
the works of Mathioulakis et al. [5.339], Grignon
et al. [5.340], Li and Gow [5.341], Foss et al. [5.342],
Foss and Hicks [5.343], Morris and Foss [5.155], and
Hicks et al. [5.344].

In the first set of papers, by Calvet, Liousse, Math-
ioulakis and Grignon, the wire is at ambient temperature
before the pulse triggering, and after the pulse the wire
is left to relax back to the ambient temperature. Fig-
ure 5.47 illustrates the temperature evolution of the wire
for two incident velocities.

In that case, the characteristic time τ1 for the tem-
perature rise during the pulse period is obtained by
neglecting the convection term in the heat balance of
the wire given by (5.98). This leads to

τ1 = πd2

4
ρwcwl

1

Raχ I2
wp

, (5.205)

where Iwp is the constant current applied during the
pulse.

During the relaxation period, the characteristic time
τ2 is the time MCCA

w given by (5.103). For clarity,
this equation is rewritten, as it shows that the velocity
dependence appears through a Nusselt number

τ2 = (1+aw)
d2

4

ρwcw

ka

1

Nua
, (5.206)

where Iw is the constant floor current through the wire.
Obviously τ1 � τ2. The temperature rise is sharp and
almost linear, and the temperature relaxation is close
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Fig. 5.48 Resistance variation in one balanced cooling–
heating cycle for the heat pulse integrator method. Pulse
duration 20 µs, current intensity when pulsing Iwp = 0.5 A.
Note the asymmetric shape of the curve. (After Li and
Gow [5.341])

to an exponential law. In their experiments the authors
advantageously used a long wire, l/d = 700, with d =
5 µm and l = 3.5 mm to avoid end losses. The pulse
frequency was around 1 kHz, which appeared sufficient
for the free convection flows investigated, as the velocity
was in the range 0.1–1 m/s. The current Iw was set low
enough that the wire was cold between pulses and the
ambient temperature could be measured.

The velocity U is obtained from (5.206) using (5.45)
or (5.46). A regression was applied to the Rw(t) variation
during relaxation. Fitting the curve by an exponential
law was found possible despite some discrepancies at
short times because of thermal diffusion close to the
hot wire. Breton [5.345] and Grignon et al. [5.340]
developed analytical models to investigate the interac-
tions that take place between convection, diffusion, and
conduction at the wire level.

In the work of Li and Gow, the wire is not allowed
to reach the ambient condition before it is reheated. The
wire then works as a heat integrator, although a bal-
anced cooling–heating cycle is permitted as illustrated
in Fig. 5.48. Several parameters of interest were also in-
vestigated: the pulse width, the length of the interpulse
period compared to the relaxation time of the wire, and
the time it takes for the wire to reach some imposed
high temperature. In Fig. 5.48 this set temperature point
is noted Stp. As an application, the case of a 35 mm
cylinder made of Tufnol and placed in a 5–10 m/s flow
was considered. The cylinder was pierced to allow the
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Fig. 5.49 Sketch of the heating and relaxing time traces
for a one-wire pulsed probe, during three cycles. A ceiling
value Rw is imposed, T is the clock period which imposes
reheating. The heating and relaxing curves differ from one
cycle to the next due to a velocity change. (After Foss
et al. [5.342])

installation of 32 equally spaced wires mounted nor-
mal to the circular section. The wires, 20 µm platinum,
were almost touching the cylinder surface, hence their
cooling by the flow was close to that of hot-wire wall
sensors. The pulse frequency was around 100 Hz. The
results they found revealed good agreement with the
survey conducted by Bellhouse and Schultz [5.146].

In the works by Foss, Hicks and coworkers, the wire
is almost not allowed to cool between pulses, roughly
by only 0.01%. The pulsing frequency is therefore very
high, around 100 kHz in their most recent developments.
The heating and relaxing time traces show different con-
cavities, but their durations become roughly the same
order because the convection by the flow becomes im-
portant during both the heating and relaxing periods.
Figure 5.49 illustrates three cycles. Because of the im-
posed ceiling resistance Rw and the duration of the
puls,e which has to change when the velocity varies,
their system has been called a pulse-width-modulated
constant-temperature anemometer (PWM-CTA). Block
diagrams and details for the time acquisitions and
connection with the velocity are available in Foss
et al. [5.342]. Calibration of the system has been per-
formed up to around 30 m/s and mean velocity profiles
have been acquired in the shear layer of a subsonic jet.

A PWM-CTA has distinctive features. Fundamen-
tally, it is a digital anemometer although the heat transfer
and power dissipation processes that govern its behavior
are analogue in character. Unlike a conventional CTA
it does not require an A/D converter to transfer its out-
put for further processing. Also, a PWM-CTA does not

need a feedback loop, which is unstable in a conven-
tional CTA. The electronic noise per se is not a relevant
issue, but the comparator that is used to define the times
τ j in a cycle results in an inherent uncertainty. Further
developments of these important topics are presented
later in this Handbook.

5.2.8 A Comprehensive Technique
for X-Array Calibration
and Data Processing

Calibration
This section presents a calibration/processing strategy
that is intended to provide an efficient and an accurate
procedure to recover Q and γ from E1 and E2 (the
slant-wire voltages), where Q is the velocity magnitude
in the plane of the X and γ is the angle of the flow (in
the plane defined by the X-array) (Fig. 5.50). This sec-
tion provides an alternative approach to that presented
in Sect. 5.2 of the Handbook. It is noted that the use
of analytic expressions ensures the monotonicity of the
calibration data: ∂E/∂Q and |∂E/∂γ | are uniformly pos-
itive over the calibrated range of Q and γ . E1 and E2
are the output voltages from the two slant wires of the
array. The velocity and angle ranges are to define a com-
plete calibration such that the Q and γ values of the
investigated flow field are adequately included in the
calibration data.

An example of a complete calibration data
set would be one for which 13 angles (γ =
+36◦,+30◦. . .0◦, . . .−30◦,−36◦) were used to posi-
tion the probe axis with respect to the calibration stream
and a series of velocity values were obtained at each an-
gle. These data could be fit with (using the CTA as an
example):

E2
j = A j (γ )+ B j (γ )Qn j (γ ) (5.207)

for the 13 γ values (where j = 1, 2 for the two wires of
the X-array).
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Fig. 5.50 Definition sketch for an X-array
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Fig. 5.51 Transient flow calibration device

The effective velocity formulation [(5.172) of
Sect. 5.2.4] collapses the angle information of (5.207)
into the single coefficient k. Experience [5.346] shows
that A and n are distinctly not constant over all angles
even for an X-array that meets the stringent Strohl and
Comte-Bellot [5.69] geometric conditions. These earlier
results are confirmed by the data of this section. The de-
viations in the A, B, and n values are most pronounced
when the velocity approaches tangency with respect to
the sensor. As a result, the use of an effective velocity
(which implicitly assumes constant A and n values with
the variable B reflected in the k value) cannot provide
as precise a fit to the calibration data over all γ values
as that provided by (5.207).

Equations of the form (5.207) also ensure the mono-
tonicity noted above.

The requirement for an extensive body of calibration
data can be effectively met using a controlled transient

calibration tunnel to obtain the data in a minimum time.
Figure 5.51 shows a representative configuration for
such a calibration device. Figure 5.52 presents the tran-
sient data for each slant wire. Note that the jagged traces
are a result of acquiring the voltages during the transient
opening of the throttle plate shown in Fig. 5.51.

The analytic form of (5.207) will smooth the jagged
data into a monotonically increasing distribution as
shown in Fig. 5.53. Specifically, the processed data of
Fig. 5.52 are presented in the form of E(Q, γ ) for the
range 2 ≤ Q ≤ 18 m/s in Fig. 5.53. It is apparent that
a smooth calibration data set is achieved. The stepper-
motor-controlled throttle plate was driven for a period of
40 s to develop the velocity range of 2–18 m/s. The com-
plete calibration (13 angles) can nominally be executed
in 15 min.

The A, B, and n values at each γ are selected to
provide the minimum standard deviation between the
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Fig. 5.52a,b Initial calibration data for the two slant-wire sensors. (a) E2
1 = f1(Qn; γ ). (b) E2

2 = f2(Qn; γ )

measured and the analytical values (5.208). Figure 5.54
presents A(γ ), B(γ ), and n(γ ); it is apparent that all
three coefficients should be allowed to vary with respect
to the calibration angle γ .

The velocity magnitudes are obtained from the pres-
sure differences between the tap that is forward of the
nozzle and the tap in the receiver chamber. (It has been
confirmed that the upstream tap provides a true value
for the stagnation pressure.) This use of the Bernoulli
equation is predicated upon a steady-state condition.
Specifically, that

S2∫
S1

∂V

∂t
ds � 1

2

[
V 2(S2)− V 2(S1)

]

+ 1

ρ
[p(S2)− p(S1)] . (5.208)

This assumption has been evaluated by comparing the
results of:

• a steady-state calibration – a 10 s acquisition at each
velocity setting, with• the results of three different transient conditions: 40,
50, 60 s durations for the acquisition period.

Figure 5.55 shows these data for the representative con-
dition of wire 2 at γ = 18◦. A fixed value of ∆E2 has
been added to the E2 values of the transient data in or-
der to separate these distributions on the figure. It is
apparent that the transient condition does not violate the
use of the Bernoulli equation. Obviously, a much longer
calibration period would be required if a steady-state
calibration protocol were used for all Q and γ values.
These data also verify the use of (5.207) to average the
unsteady oscillations properly about the correct mean
values.

Processing Algorithm
Flow field measurements, of course, invert the cali-
bration process. Voltages (E1 and E2) are measured
and the Q and γ values are sought. The recommended
algorithm can best be described graphically. The compu-
tational method described in this section was developed
by Browne et al. [5.249] and independently by Mor-
ris [5.347]. It is also readily implemented via software
postprocessing of the time series of voltage values.

Consider a voltage pair: E1 = 2.734 V and
E2 = 2.653 V. From Fig. 5.53, it is apparent that these
voltage values will intersect the 13 curves, resulting in
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Fig. 5.53a,b A complete set of smoothed calibration data
for 0 ≤ Q ≤ 18 m/s and −36 ≤ γ ≤ 36◦. (a) E1 = g1(Q; γ ).
(b) E2 = g2(Q; γ )
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Fig. 5.54a–c Best-fit A, B, and n values for the slant-wire
sensors 1 and 2

Fig. 5.55 Confirmation of the transient velocity calibration
protocol. Note: these data are for slant-wire γ = 18◦

�

Part
B

5
.2



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 287

�
)��

(��(�+�

���
��
��

��

��

��

�

)��

)��

)��

��� � � � �� �� �� ��

8�$
��
8�$
��

Fig. 5.56 Q and γ values that are separately compatible
with the measured E1 and E2 values

26 discrete velocity values. The 13 (Q, γ ) values for each
sensor can then be plotted on common axes, as shown
in Fig. 5.56. Consider that smooth curves are used to
interpolate between the discrete data points from each
sensor.

It is apparent that the true (Q, γ ) values for the meas-
ured (E1, E2) values are defined by the intersection of
the two curves. Computationally, one could fit a second-
or third-order polynomial through the three or five points
closest to the intersection point to determine the inter-
section values. As shown in Fig. 5.57, both interpolation
curves provide a precise indication of the (Q, γ ) val-
ues that correspond to the (E1, E2) values. The inferred
velocity magnitudes differ by 0.6% and the angles dif-
fer by 0.11◦. These values are within the tolerances one
would expect from an X-array measurement.

Summary
The A(γ ), B(γ ), and n(γ ) values of Fig. 5.54 indicate
that an accurate calibration requires a complete cali-
bration of an X-array probe. If one adopts the practice
of acquiring a complete calibration before and after
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Fig. 5.57a,b Derived (Q, γ ) values from the measured (E1,
E2) values: (a) three-point second-order fit (Q = 4.88 m/s,
γ = −14.6◦), (b) five-point third-order fit. (Q = 4.85 m/s,
γ = −14.4◦)

a data set (to confirm the integrity of the data), then
an efficient as well as a complete calibration process is
advantageous. The transient calibration described above
provides these attributes.

5.3 Particle-Based Techniques

5.3.1 Tracer Particles

In this Section four optical measurement techniques
for flow velocity based on tracer or seed particles in

the flow will be described: laser Doppler anemometry/
velocimetry (LDA, LDV), particle image velocimetry
(PIV), Doppler global velocimetry (DGV), and laser
transit velocimetry (LTV). These techniques rely on the
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presence of particles in the flow that not only follow all
flow velocity fluctuations but are also sufficient in num-
ber to provide the desired spatial or temporal resolution
of the measured flow velocity. Of course it is desirable
that these tracer particles are at the same time good
light-scattering centers, since this improves the signal
quality for a given incident laser power. The fact that
flow tracking demands small particles and light scat-
tering improves with increasing particle size already
suggests the need for optimization when choosing tracer
particles. The following section deals therefore with the
tracer particle issues common to all of the measurement
techniques, in particular the particle motion in flows
is examined, the scattering properties of particles, their
generation and their introduction into the flow.

Particle Motion in Flows
Within the approximation of low Reynolds number,
the equation of motion of a small spherical particle
immersed in a fluid flow is given as

4

3
πa3ρp

dv

dt

= 4

3
πa3ρf

DV
Dt︸ ︷︷ ︸

non-inertial force

+ 4

3
πa3(ρp −ρf )g︸ ︷︷ ︸
net body force

−6πµa

[
(vp −U)− 1

6
a2∇2U

]
︸ ︷︷ ︸

quasi-steady viscous force

−6πµa2

t∫
0

d

dτ

[
(vp −U)− 1

6
a2∇2U

]
dτ√

ν(t − τ)
︸ ︷︷ ︸

time history (Basset) force

− 2

3
πa3 d

dt

[
(vp −U)− 1

10
a2∇2U

]
︸ ︷︷ ︸

added mass force

+ L︸︷︷︸
lift force

,

(5.209)

where a (= 1/2dp) is the tracer particle radius, U is the
velocity of the surrounding fluid, and g is the gravi-
tational acceleration. The lift force originates from the
finite circulation around the sphere. It can either be due
to an intrinsic rotation of the sphere immersed in a uni-
form flow (Magnus effect) or to rotational flow such as
when a particle is immersed in a shear layer. In the lat-
ter case the fluid exerts a net force in the direction of the
velocity gradient. This equation is known as the Basset–
Boussinesq–Oseen (BBO) equation and details of its

Table 5.4 Commonly used tracer particles for PIV experi-
ments

Fluid Material Diameter Density
(µm) (kg/m3)

Air DEHS 1–3 103

– Glycol–water
solution

1–3 103

– Vegetable oil 1–3 103

– TiO2 0.2–0.5 1–4 × 103

Water Latex 5–50 103

– Sphericell 10–100 0.95–1.05 × 103

– Silver-coated hol-
low glass spheres

30–100 > 103

derivation can be found in Crowe et al. [5.348]. Solu-
tions for this equation have been given by Hjemfelt and
Mockros [5.349] and by Chao [5.350]. A more recent
discussion of this equation and solutions for turbulent
flow has been given by Mei [5.351] and a summary
of tracer particle issues in general can be found in
Melling [5.352].

For very small particle tracers as used in LDA or PIV
the first part of the quasi-steady viscous term (Stokes
drag) dominates the right-hand side of the equation. In
the approximation that DU/Dt = dvp/dt (5.209) allows
the difference between the particle velocity vp and that
of the surrounding fluid U to be estimated as

vp −U = 2

9

a2(ρp −ρf )

µ

dvp

dt
. (5.210)

The velocity difference vp −U is referred to as the
slip velocity. Clearly from (5.210) the choice of neu-
trally buoyant particles (ρp −ρf )/ρf = 0 leads to particle
tracers that accurately follow the flow. While this condi-
tion can be easily satisfied for liquid flows, it cannot be
achieved so easily in gas flows, where a typical value of
the density ratio is ρp/ρf = O(103), and therefore par-
ticles with a smaller diameter (0.5 µm < dp < 5 µm) are
employed. Larger particles used in liquid flows approx-
imating the neutral buoyancy condition can be selected
from a wide choice of materials, for instance hollow
glass spheres or polyamide particles of relatively large
diameter (5 µm < dp < 50 µm) can be used. Table 5.4
summarizes seeding particle properties in relation to
different flow experiments.

From the above relations in the case that ρp/ρf � 1
(gas flows), a single exponential decay law is commonly
used to model the particle response to a stepwise vari-
ation in the flow velocity. The characteristic response

Part
B

5
.3



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 289

time τ reads

τ = 2

9
a2 ρ−p

µ
. (5.211)

The particle response time should be kept smaller
than the smallest time scale of the flow. Moreover in
high-speed flows, especially if shock waves are present,
exact flow tracing can never be achieved. At least within
limited regions downstream of shock waves (Fig. 5.59),
where the flow decelerates abruptly, the particle tracers
decelerate along an exponential decay curve (Fig. 5.60).
The thickness of a shock wave occurring at sea level
atmospheric conditions is of the order of 0.1 µm. Further
information regarding the response of particles across
shock waves can be found in Dring [5.354] or Tedeschi
et al. [5.355]

The fidelity of the flow tracers in turbulent flows
is quantified by the particle Stokes number Sk, defined
as the ratio between τ and the characteristic flow time
scale τf . The most critical conditions are met when par-
ticle tracers are immersed in turbulent flows with a high
Reynolds number, where a wide range of turbulent scales
is present. From a practical point of view it can be stated
that the condition Sk < 0.1 returns an acceptable flow
tracing accuracy with errors below 1%.

Among the requirements for the choice of the seed-
ing material, health and safety aspects have to be taken
into account. The material should not be hazardous or
toxic if inhaled, it should not be corrosive or reactive
when in contact with parts of the flow facility or other
instrumentation. Finally, seeding material that naturally
evaporates leaving minimum residues introduces less
contamination of the facility and its optical interfaces.

Scattering Properties of Tracer Particles
Small particles are required to fulfil the fluid-mechanical
requirements of tracers. However, as an opposing re-
quirement, the particles should scatter enough light in
order to be visible. Typical particle dimensions are on the
order of a micrometer for gas (i. e., air) flows, and tens
of micrometers for liquid (i. e., water) flows. This means
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Fig. 5.59 PIV measurement of the flow across a planar shock wave.
(After Scarano and van Oudheusden [5.353])

that the scattering of light by these particles occurs in
the so-called Mie regime, where the particle diameter dp
is larger than the light wavelength λ. Another approach
is to use tracer particles that contain a fluorescent dye;
the light that is absorbed by the dye is emitted at a longer
wavelength, which makes it possible to distinguish tracer
particles from other objects (e.g. interfaces).

Mie Scattering. The particle scattering cross section de-
pends on the particle diameter, the wavelength of the
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Fig. 5.60 (Particle) velocity profile and time evolution normal to
the shock wave. Across shock waves the particle velocity lag is not
the only source of error. Often the velocity measurement is affected
by the limited spatio-temporal resolution of the measurement tech-
nique. This appears as a smoothing effect of the velocity profile at
the shock location. (After Scarano and van Oudheusden [5.353])

Part
B

5
.3



290 Part B Measurement of Primary Quantities

E<�?�E
��)�

��)�

��)�

���

���
�

�<

Fig. 5.61 Scattering function for a Mie parameter value
of 10 computed for a water droplet in air (m = 1.334);
solid line: perpendicular polarization, dashed line: parallel
polarization (after Albrecht et al. [5.356])

light, and the refractive index of the particle (m) (rela-
tive to the refractive index of the surrounding medium).
The Mie parameter xM = πdp/π governs the scatter-
ing amplitude. The scattering cross section shows a very
strong variation as a function of the scattering angle (υs).
A typical Mie scattering diagram is shown in Fig. 5.61.
Most of the light is scattered in the forward direction,
and an appreciable amount of light is scattered in the
backward direction; at a scattering angle of 90◦, e.g., for
single-camera PIV with the optical axis normal to the
light-sheet plane, the scattering amplitude is generally
very low. This is why PIV needs a much stronger light
source than LDA (which operates in near-forward or
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Fig. 5.62 Scattering intensity as
a function of the Mie parameter
xM computed for a water droplet
in air (m = 1.333, λw = 514.5 nm)
at a scattering angle of ϑs = 30◦ and
a circular receiver aperture of radius
10 mm (after Albrecht et al. [5.356])

near-backward scattering mode). For very small tracer
particles (of less than a few µm) the light scattering cross
section also depends on the direction of polarization rela-
tive to the scattering direction. As most continuous wave
lasers used for LDA and frequency-doubled Nd:YAG
lasers used for PIV emit polarized light, one should find
the appropriate orientation of the doubling crystal of the
laser.

In the Mie regime (dp > λ) the scattering cross sec-
tion is roughly proportional to the d2

p (i. e., the particle
surface area), but when the particle diameter becomes
less than the wavelength of light (xM < 3) the scatter-
ing cross section is proportional to d4

p (Fig. 5.62. This
implies a practical lower limit for tracer particles to
a fraction of micrometer.

The scattering cross section also depends on the
particle material refractive index relative to the refrac-
tive index of the surrounding medium. For small liquid
droplets and solid particles in a gas (e.g., air) the rela-
tive change in refractive index is about 1.3–1.5, but in
a liquid it is about 1.2 or less; this is why LDA and PIV
in liquid flows generally requires larger tracer particles
in comparison to air. The use of hollow glass spheres in
liquids combines the advantages of (near-)neutral buoy-
ancy and a large change in refractive index at the internal
glass/bubble interface. The reflectivity of particles can
also be improved by means of a metal coating. Silver-
coated glass beads have a high reflectivity, but apart
from the high specific gravity (about that of water) it
is unknown whether the coating remains intact when
suspended in water.

Fluorescent Tracer Particles. Tracer particles can be
labeled with a fluorescent dye (e.g., Rhodamine); the
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Table 5.5 Summary of fluorescent dye properties (from Rottenkolber et al. [5.358])

Attribute Rhodamin 6G Rhodamin B Sulforhodamin DCM

Maximum absorption wavelength (nm) 524 544 529 481

Maximum emission wavelength (nm) ≈ 580 ≈ 600 ≈ 650 ≈ 650

Quantum yield High Medium Low High

Lifetime (e−2-decay) (ns) 6.4 2.5 5.8 1.6

Lifetime (99%-decay) (ns) 14.5 8.4 12.3 5.2

Onset (ps) < 25 < 18 < 35 < 14

dye absorbs the incident light, which is then re-emitted
at a longer wavelength. For example, when the green
(532 nm) light of a Nd:YAG laser illuminates tracer
particles doped with Rhodamine, the particles not
only scatter the laser light, but also emit orange–red
(550–680 nm) light. This makes it possible to sepa-
rate the tracer particles from other scattering objects,
such as walls, bubbles, droplets and other particles, by
means of an appropriate optical filter that blocks the
light with the wavelength of the incident light (viz.,
light sheet) and passes the fluorescent light. Fluorescent
tracer particles are commonly used for PIV in multiphase
flows, in near-wall measurements, and in microscopic
measurements [5.357].

The emission of fluorescent light is isotropic, so
there is no dependence of particle image intensity
as a function of viewing angle with respect to the
light sheet orientation (see above). The fluorescent in-
tensity depends on the amount of fluorescent dye in
the tracer particle; this is generally proportional to
the particle volume, which implies that the bright-
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Fig. 5.63 Modified Sinclair–La Mer aerosol generator (after Helsper and Mölter [5.359])

ness decreases in proportion to d3
p (as opposed to Mie

scattering, which decreases in proportion to d2
p). The

duration of the fluorescence is typically ≈ 10 ns (viz.,
instantaneous), although prolonged exposure induces
photo-bleaching that reduces the fluorescence intensity.
Also, the fluorescent light is incoherent, which im-
plies that such particles are unsuitable for holographic
recording approaches.

PIV can also be combined with instantaneous ther-
mometry by using tracer particles that contain liquid
crystals. When combined with a color camera one can
measure the local temperature from the color of the light
scattered by these tracer particles [5.360, 361].

Fluorescent tracer particles have also been success-
fully used for laser Doppler measurements, the main
issue being the fluorescent onset time and lifetime, since
these will determine the dynamic range of detectable ve-
locities. Using ultrashort laser pulses and time-resolved
fluorescence spectroscopy, Rottenkolber et al. [5.362]
have determined the characteristics of four common
fluorescent dyes, as summarized in Table 5.5.
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Particle Generation
Some of the best suited particles for laser Doppler
and PIV measurements, such as polymers, hollow SiO2
microballoons or metallic-coated spheres, are quite com-
plex to fabricate but are commercially available. Since
these particles are not always inexpensive, they are better
suited for closed loop systems. When larger quantities
of particles are required, more economical solutions are
sought and dedicated particle generators offer a good so-
lution, some of which are also commercially available. In
many cases however, the user provides his own particle
generation hardware; details of several such solutions
are provided below.

Particle generation can be divided according to solid
and liquid particles. Solid particles or powders are used
to seed liquid flows or in applications such as combus-
tion, where liquid droplets would evaporate. In either
case a monodispersed size distribution and a spherical
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Fig. 5.64 A twin-fluid atomizer
showing data rate, mean diameter and
Sauter mean diameter as a function of
nozzle alignment

particle shape are desirable, the latter condition being
automatically fulfilled by small liquid droplets.

Droplet Generation
Condensation. Droplet generation through condensa-
tion can be spontaneous in a highly saturated vapor
stream; however, the necessary control of size and
concentration is really only achievable if the vapor
pressure, the condensation temperature, and the seed
nuclei concentration are all controlled. Such a gener-
ator, which is a modification of the classical Sinclair
and La Mer [5.363] generator, is pictured in Fig. 5.63,
adapted from Helsper and Mölter [5.359] and commer-
cially available as a monodispersed aerosol generator
(Palas MAGE-2000).

Fog generators, as are used in theatrical productions
or discotheques, have also been used for particle seeding
or flow visualization in wind tunnels. These devices also
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work on the principle of condensation. Oil is evaporated
on a heated plate and condenses to fine droplets in the gas
flow; however, the size distribution is wide and the de-
livery rate is not as well controlled. These devices do not
work well in very dry atmospheres, since the fog imme-
diately evaporates. The longevity of the droplets can be
controlled through the choice of fluid and its vapor pres-
sure. Such devices are also commercially available and
are a good choice where high particle rates are required,
for example in large wind tunnels.

Atomization. By far the most common method of seed-
ing gas flows is through liquid atomization. Of the many
atomizer types available [5.364] the common nebulizer
type used in inhalation devices is the most suitable. This
is known as a twin-fluid or air-assist atomizer and draws
liquid from a reservoir into a high-speed gas jet, where
the liquid stream undergoes prompt atomization. Since
this type of atomization results in a polydisperse spray,
an impactor or separator is used to remove large droplets
from the flow stream.

The droplet size depends primarily on the atomizing
airflow rate and on the liquid used. Typical mean particle
sizes range from 0.2 µm using DEHS (di-ethyl-hexyl-
sebacat) to 4–5 µm with water. Fluids like olive oil or
water with alcohol lie between. Particle rates as high as
1013 m3/s are possible from a single nozzle (AGF 2.0,
Palas GmbH), although a cascade of nozzles can also be
used to vary concentration at almost constant flow rate
(six-jet atomizer model 9306, TSI Inc.). Where neces-
sary, bypass air can be used to dilute the flow to concen-
tration levels appropriate for the particular experiment.

For many applications, the common inhalation or
medication nebulizer offers an economical solution and
can be easily obtained through medical suppliers. These
units are available with reservoirs ranging from 20 cl to
1 l. An impactor plate is often built into such devices and
a mean particle diameter of about (4±2) µm with water
can be expected.

The actual construction of such twin-fluid atomiz-
ers is quite varied, several designs being suitable for
construction in ones own laboratory. One such design is
pictured in Fig. 5.64. A high-speed airstream from a cen-
tral nozzle creates a low static pressure and draws liquid
from a reservoir into the air jet, where it is atomized. The
alignment of the air nozzle with the liquid nozzle influ-
ences the number density of the droplets but not the drop
size distribution, as illustrated in Fig. 5.64 for water and
various operating conditions.

A popular atomizer design is the Laskin nozzle, as
described in detail by Echols and Young [5.365] and as

shown in Fig. 5.65. High-speed submerged air jets are
created by small holes (1 mm) in the nozzle tube (10 mm
diameter). These exit the nozzle tube just below a collar
(16 mm diameter), which has 2 mm holes tangent to the
nozzle. The exact location of these holes is quite critical
for proper functioning of the unit. The dimensions of
the nozzle tube and the collar are not as critical. There
should be sufficient clearance between the bottom of
the nozzle tube and the bottom of the container, at least
25 mm. The air holes should be no more that 25 mm
below the free surface of the liquid.

The number of particles is controlled through the
number of activated nozzles. The droplet size distribu-
tion is only slightly dependent on the feed air pressure
but does depend on the liquid used, oils leading to
a smaller size distribution than water. Dilution air can
be used to adjust the final output concentration or to
achieve isokinetic introduction of the particles into the

-�	%�����'/!�++���$

#�(!$
++
����$

-$�!	
�+

;�+���
��==	
+

4�	

#�		�$

1�==	
��%'


.	%��

A(!����$�!	��


��$

Fig. 5.65 Schematic of a Laskin nozzle unit for droplet
seeding
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flow stream. Laskin nozzles exhibit mean droplet diam-
eters of about 1 µm with vegetable oils. Such atomizers
can also be designed to withstand back-pressures of sev-
eral bar, necessary when delivering tracer particles into
flows under pressure.

A highly monodispersed stream of droplets can
be generated by exploiting the inherent instabilities of
a laminar liquid jet, as first analyzed by Rayleigh [5.366].
Although the droplet quantity is far below that typically
required for flow seeding, this generator is in widespread
use as a standard with which phase Doppler instruments
can be aligned and adjusted. Such devices are commer-
cially available (e.g., TSI model 3450) but also exist in
a wide variety of custom designs [5.367].

The principle of this generator is pictured in
Fig. 5.66a. Rayleigh showed that a round liquid jet of
diameter D will disintegrate into droplets due to surface
tension forces. This instability exists for wavelengths in
the range 3.5–7D, whereby the wavelength λ= 4.508D
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Fig. 5.66a,b Monodisperse droplet generation using the
Rayleigh instability. (a) Principle of Rayleigh instability of
a round liquid jet; (b) vibrating orifice generation head

exhibits unstable behavior. If the liquid jet is now ex-
ternally perturbed at a wavelength in this range, the
instabilities will lock on to this wavelength and a highly
periodic stream of mono-dispersed droplets results. The
size of each droplet is given directly by

dp =
(

6v̇

π f

)1/3

. (5.212)

Since both the volume flow rate v̇ and the excitation
frequency f can be exactly controlled, the drop size is
adjustable to within micron accuracy.

Solid Particle Generation
Atomization. Solid particles can be produced by atom-
ization of suspensions using techniques described in the
previous section. After atomization, the liquid or solvent
evaporates, leaving a solid particle. Typical suspensions
are latex particles (polysterol or polyvinyltoluol) with
very narrow size distributions. Such particles are usu-
ally available in 10% solutions with sizes of 10–20 µm.
They are made in a polymerization process, which re-
sults in standard deviations in size of only a few percent.
The suspension must be diluted before atomization such
that the probability of obtaining more than one latex
particle per droplet becomes very low. Also this method
of aerosol generation has been accepted as a standard.
Other solid particles have been atomized in this man-
ner, in particular TiO2 and ZrO2 in a 5% ethyl alcohol
suspension for investigations in flames [5.368].

From Powders. There are several methods of obtaining
a flow of tracer particles from a powder. In all cases,
however, coagulation tends to reduce the number con-
centration and shift the size distribution towards larger
particles. Thus, it is often important to use dry delivery
gas and also dry, hydrophobic powders. Two different
dispersion devices will be briefly described.

The first of these is the rotary brush seeder, pictured
in Fig. 5.67a. In this device a packed column of powder
is fed into a rotating brush, which lifts off the top layer
of powder and transports it into a high-speed stream
(170 m/s) of carrier gas, usually air. This high-speed
gas stream also provides sufficient energy to break up
larger coagulate particles further. The rate of particle
delivery is controlled by the bulk powder feed rate, the
brush rotation rate, and the volume flow rate of carrier
gas. Typically, powders are quartz dust, calcium, glass
spheres, and titanium dioxide.

A second method of dispersing a bulk powder into
a gas stream is the cyclone aerosol generator, pictured in
Fig. 5.67b. Glass and Kennedy [5.369] have used such
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a device for dispersing 0.1–1 µm Al2O3 particles. An-
derson et al. [5.370] have used this design for tracer
particle generation for PIV studies. The cyclone acts not
only as a dispersion method but also as a particle size
separator, depending on the diameter of the outlet tube.

A summary of various solid aerosol materials com-
monly used for seeding purposes is given in Table 5.6.

Introducing Particles into the Flow
Achieving optimum flow seeding is generally acknowl-
edged as the most difficult part of LDA and PIV experi-
ments. Once the flow is uniformly seeded with required
concentration, the experiment has a high chance of suc-
cess. The seeding procedure consists of different steps,
which may vary depending on the flow facility. For water
flows in a confined environment or within closed-loop
flow the seeding procedure consists in dispersing the
seeding material in the fluid. It is best practice to increase
the seeding concentration gradually from a low level un-
til reaching the desired one. If seeding exceeds the opti-
mum level, multiple scattering and opacity compromise
the setup of the experiment. For air flows the seeding
material first needs to be entrained in the working fluid
and then inserted upstream of the measurement region.
Particles of a given diameter can be selected from a poly-
disperse particle distribution in the seeded fluid through
centrifugation or making use of impact plates. The pro-
cedure of dispersing the seeded fluid within the stream
is equally important. The seeding distribution system
should not perturb the flow and at the same time should
provide a homogeneous seeding level in the flow. This
is usually accomplished with two-dimensional rakes of
orifices placed upstream of screens and meshes in the
wind tunnel settling chamber. In some cases a homoge-
neous seeding concentration cannot be achieved because
of physical processes in the flow affecting the fluid den-
sity (e.g., compressible flows, flames). A homogeneous
flow seeding does not show the underlying structure of
the flow. Figure 5.68a is a PIV recording of the flow
around a square cylinder developing as a von Kármán
wake behind the model. The darker and brighter stripes
are due to the light refraction and reflection through the
transparent model. Conversely, in high-speed flows in-
homogeneous seeding distribution is unavoidable due to
the combined effect of density variations and strong iner-
tia forces locally centrifuging seeding particles from the
core of vortices. This is illustrated in Fig. 5.68b, where
a Mach 2 stream develops around the model of a rocket
propelled with a supersonic jet [5.372].

With atomized droplets, their lifetime before com-
plete evaporation is of particular interest, since this
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Fig. 5.67a,b Aerosol generation from powder. (a) Operation prin-
ciple of a rotary brush seeder. (b) A cyclone aerosol generator

determines how far upstream the particle injection can be
placed. The evaporation rate can be controlled through
the choice of liquids. For instance, a 5–10% addition
of glycerin to water can extend the droplet lifetime
tremendously.

Deposition of particles on walls is one major ob-
stacle to tracer-based measurement techniques in large
wind tunnels, since the cost of cleaning such an instal-
lation can be enormous. For this reason water droplets
are often the preferred tracer; however, other liquids ex-
ist which leave almost no deposits and are nontoxic,
e.g., DEHS. Window deposition is also a limiting factor
for measurements in motored and fired engines. For this
reason the window design should afford quick and easy
removal/cleaning. It is not unusual to experience meas-
urement times of only tens of seconds before window
cleaning is again necessary, meaning that external sys-
tems must be used to keep all engine components and
fluids at operating temperatures. Recessed windows or
protecting air curtains in front of windows have both

Table 5.6 Properties of various solid seeding materials
(after Agarwal and Johnson [5.371])

Material Density Index Melting point
(g/cm−3) of refraction (◦C)

DOP 0.98 1.49

PSL 1.05 1.59

NaCl 2.16 1.54 801

Al2O3 3.96 1.79 2015

TiO2 4.26 2.6–2.9 1750

SiC 3.2 2.6 2700

ZrO2 5.6 2.2 2980
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Fig. 5.68a,b Example of homogeneous seeding density in a low-speed bluff-body wake (a) and inhomogeneous seeding
in a high-speed supersonic flow (b). (After Scarano et al. [5.372])

been used to avoid window dirtying; however, these
measures are not always possible without disturbing the
measured flow field.

Recommendations
A common erroneous tendency is to increase the seeding
level beyond optimum in order to compensate for a drop
in the signal-to-noise ratio. Such a drop can be due to
several effects that should be checked before deciding
to increase the seeding level:

1. contamination of optical interfaces for illumination
and imaging

2. misalignment of receiving optics (LDA) or between
the light sheets or incorrect (too long) time separa-
tion between pulses (PIV)

3. excessive seeding concentration causing medium
opacity

4. blurred particle images due to incorrect setting of
the imaging focal plane (PIV).

5.3.2 Laser Doppler Technique

Measurement Principles
The laser Doppler technique, most frequently referred to
as a laser Doppler anemometer (LDA) or laser Doppler
velocimeter (LDV) is a widespread technique for point-
wise velocity measurements in a flow with fluid markers.
Some decisive advantages of the technique over more-
conventional probe-based techniques can be mentioned:
non-intrusiveness, directional sensitivity, high spatial
and temporal resolution, and high accuracy. A first
laser Doppler instrument was presented by Cummins
et al. and by Yeh and Cummins in 1964 [5.373], in
which an optical configuration, subsequently known as

the reference-beam mode, was introduced. The cur-
rently used dual-beam mode was introduced almost
simultaneously by Lehmann [5.374] and vom Stein and
Pfeifer [5.375], the latter of which were granted a patent.
In this configuration, two in-going laser beams crossing
at an intersection angle were used to form a measure-
ment volume and the scattered light from both beams
was collected on a single detector. These were the ba-
sic innovations leading to the present-day laser Doppler
instrument.

The basic principle of the technique invokes the
Doppler effect twice, once when the incident laser light,
characterized by the wavelength λb and frequency fb
(subscript ‘b’ for beam), impinges on a moving tracer
particle and once when light with a frequency fp (sub-
script ‘p’ for particle) is scattered from the moving
tracer particle and received by a stationary detector with
the frequency fr (subscript ‘r’ for receiver). This is il-
lustrated in Fig. 5.69, and the corresponding relation
for the detected frequency of scattered light is given
by

fr = fb

(
1− vpeb

c

)
(
1− vpepr

c

) ≈ fb + vp(epr − eb)

λb

for |vp| � c, c = fbλb , (5.213)

where c is the speed of light in the medium surround-
ing the particle and vp is the particle velocity. The
second term in (5.213) contains the Doppler shift of
the incident wave frequency. The difference of the
normal vectors appears when the direction of propa-
gation of the incident and scattered wave differs. The
Doppler shift is directly proportional to this differ-
ence and to the velocity of the particle. For typical
flow systems and for receiver placements that maxi-
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mize the magnitude of the vector different, the Doppler
shift is of the order 1–100 MHz, which compared to
the frequency of laser light (approximately 1014MHz)
is very small and virtually impossible to resolve di-
rectly. One exception is direct detection through the
use of frequency-dependent absorption cells, lead-
ing to the Doppler global velocimeter described in
Sect. 5.3.4.

The most common approach to circumvent the ne-
cessity of resolving the Doppler shift directly is known
as the dual-beam configuration, in which a measurement
volume is formed at the intersection of two incident
waves and the scattered waves are detected with a single
detector, as illustrated in Fig. 5.70a. Applying (5.213) to
each of the input beams, the frequencies at the detectors
can be written

f1 = fb + vp(epr − e1)

λb
, f2 = fb + vp(epr − e2)

λb
.

(5.214)

The difference (beat) frequency fD is obtained through
the optical mixing of waves with frequencies f1 and
f2 on the detector. This frequency is commonly called
the Doppler frequency and, using the vector relation
illustrated in Fig. 5.70b, can be expressed as

fD = f1 − f2 = +vp(e1 − e2)

λb

= 2 sin (Θ/2)

λb
|vp| cosα = 2 sin (Θ/2)

λb
vp⊥ ,

(5.215)

where vp⊥ is the particle velocity component perpendic-
ular to the beam bisector. Noteworthy is the fact that the
difference frequency is independent of the receiver po-
sition and that it is linearly proportional to the velocity
component in the x direction. Furthermore, the inter-
section angle Θ and the wavelength can be determined
very accurately from the optical arrangement, eliminat-
ing the need for a dedicated calibration of the device.
Equation (5.215) is therefore the direct link between the
frequency of modulated light intensity at the detector
and the desired flow velocity component.

The fringe model is an alternative explanation of
the laser Doppler principle, in which the wavefronts of
two coherent beams interfere in the intersection vol-
ume, forming interference fringes with a spacing ∆x, as
illustrated in Fig. 5.71. Tracer particles passing through
the volume will scatter modulated light according to
the passing of the constructive and destructive inter-
ference fringes, yielding the Doppler frequency at the

;�+
$ &�$���	


 
�
�5
$

�

�


'

�'

�!

�!$ �+

Fig. 5.69 Defining geometry for applying the Doppler effect in the
laser Doppler technique

detector. This frequency is determined for each individ-
ual tracer particle passing through the volume, yielding
flow velocity readings in time.

The fringe model clearly indicates the need to main-
tain high fringe contrast to yield a maximum modulation
in the resulting signal from the receiver. This contrast is
best when the intensity and polarization direction of the
two incident beams are equal, and of course that the light
is spatially and temporally coherent – the main reasons
for using a laser as a light source.

One further requirement is to distinguish the sign
of the particle velocity, since the Doppler frequency
alone does not contain this information, as indicated
in Fig. 5.72a. The same signal will be obtained for a par-
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Fig. 5.70 (a) Dual-beam configuration. (b) Vector relations relevant
to determining the Doppler frequency
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ticle crossing the fringes in either direction. To achieve
directional sensitivity the frequency of one of the inci-
dent beams is shifted by an amount fs compared to the
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Fig. 5.71 Interference pattern in the measurement volume
– fringe model
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Fig. 5.72a,b Measured frequencies for particles crossing the meas-
urement volume in positive (A) and negative (B) x directions:
(a) without frequency shift; and (b) with frequency shift
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Fig. 5.73 Possible optical configurations of a laser Doppler system

other beam, which results in a moving fringe pattern.
A tracer particle with zero velocity in the measurement
volume will result in a received frequency of fs, while
any movement of the particle will result in a frequency
larger or smaller than fs, depending on the direction
relative to the fringe movement. This is illustrated in
Fig. 5.72b.

The magnitude of the shift frequency must be chosen
such that the highest expected velocity in the negative x
direction, i. e., in the direction of the moving fringes, is
still significantly smaller that the velocity of the fringes
(∆v). How this achieved is outlined next.

Optical Systems
There exist a very large number of different optical con-
figurations to realize the laser Doppler technique, the
choice of which depends largely on factors specific
to the intended application. These include the avail-
able optical access, possible particle seeding, velocity
range, required spatial and temporal resolution, number
of velocity components to be measured, etc.

Fundamentally the laser Doppler technique can work
with the detector placed at any scattering angle with
respect to the incident beams; however the discussion
in Sect. 5.3.1 indicated that the scattered light intensity
from tracer particles is usually much stronger in the for-
ward direction. This suggests that the receiving optics
should be placed on the opposite side of the measure-
ment volume to the transmitting optics. While this is
desirable for better signal strength, the available opti-
cal access does not always allow this. Often a receiving
optics integrated into the transmitting optics is more con-
venient to position and at the same time requires only
one optical access to the measurement point. This fun-
damental distinction between forward and backscatter is
illustrated schematically in Fig. 5.73, whereby also side-
scatter arrangements are sometimes used for limiting the
measurement volume in its length.

Practically most laser Doppler systems are now re-
alized with a fiber-optic link between the bulk optical
components of the system and the measurement probe.
A typical system is illustrated in Fig. 5.74, showing
a Bragg cell used for splitting the laser beam into two
beams, one shifted in frequency compared with the other
(for directional sensitivity). A color-splitting prism fol-
lows, resulting in two or three colors from an all-lines
laser to be separated. The use of two or three colors al-
lows systems to be configured to measure two or three
velocity components of the tracer particle movement
simultaneously. The individual beams (up to six) are
then transmitted to a measurement head via single-mode
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Fig. 5.74 Two-color, four-beam laser
Doppler system, suitable for mea-
suring two velocity components.
The green (λ = 488 nm) and blue
(λ= 514.5 nm) lines of an argon-ion
laser have been used

polarization-preserving fibers, since both coherency and
polarization are prerequisites for interference in the
measurement volume. Fiber links of 5 or 10 m are not
uncommon; hence only the probe head must be mounted
and traversed to position the measurement volume in the
flow field.

The Bragg cell can be understood as an acoustic
diffraction grating from which the zero and first-order
beams are used. Typical frequency shifts of the first-
order beam are 40 MHz or 80 MHz, which then also
becomes the frequency shift or the frequency of the
moving fringes in the intersection volume. Particles
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Fig. 5.75 Configuration of the receiving optics

passing through the volume will then result in signal
frequencies that are smaller or larger, depending on
their direction. Some laser Doppler systems employ an
electronic down-mixing of this signal to shift the fre-
quencies to lower ranges, more compatible with signal
processing electronics. As an example, for a Bragg cell
operated at 40 MHz and a mixing with a reference sig-
nal of 35 MHz, an effective frequency shift of 5 MHz is
achieved.

The scattered light from tracer particles passing
through the measurement volume is collected through
a lens system and focused onto a photodetector using
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Fig. 5.76 Signal generation in the measurement volume

a receiving optics. The photodetector, typically a pho-
tomultiplier or photodiode, converts the scattered light
intensity into an electrical signal with proportional volt-
age. The receiving optics may be integrated into a single
probe together with the transmitting optics, as shown
in Fig. 5.74; however the optical characteristics are sep-
arate and can be represented by the two-lens system

)�
�

&�$���	
�!�+��������!���

�(!	��%�
��$���

�)� � �

�

�

)�
)�

�(!	��%�
���#���

�)� � �

�

)�
�

�(!	��%�
��-#���

�)� � �

�

���

�

)�
&�$���	
�!�+��������!���

�)� � �

)� �)� � �

)� �)� � �

��

��

��

��

��

��

Fig. 5.77a–f Detector signals and their corresponding DC and AC
parts for two different particle trajectories (vp = exvpx , S1r = S2r).
(a–c) rp0 = (0, 0.1b0, 0.1c0)T, (d–f) rp0 = (0, 0.2b0, 0.7c0)T

shown in Fig. 5.75. Using this lens arrangement, the
measurement volume is imaged onto a pinhole, slit or
fiber. This pinhole acts as an aperture and can limit the
effective dimensions of the measurement volume, either
in diameter (forward or backscatter) or in length (side
scatter). The magnification of the lens system is given
as β = − f2/ f1 (where f1 and f2 are the focal lengths of
the lens system shown in Fig. 5.75), which together with
the pinhole diameter determines the observation area at
the beam intersection plane.

The spatial resolution achieved with the laser
Doppler technique depends both on the optical system
and on the signal-processing electronics. The size of
the measurement volume created at the intersection of
the two incident beams depends on the degree of beam
focussing. Laser beams are Gaussian beams and, when
focused with a lens, they exhibit a beam waist, the diam-
eter (dw1) of which depends on the focal length of the
lens ( f ), the wavelength (λb), and the diameter of the
beam at the beam waist before the lens (dw0):

dw1 = 4 f λb

πdw0
. (5.216)

A Gaussian beam exhibits a Gaussian intensity profile
in its cross section; hence there is no distinct border
between illuminated and non-illuminated at the edge of
the beam. The diameter given in (5.216) refers to the
diameter at which the intensity has fallen to e−1 of the
maximum intensity on the beam axis.

In most laser Doppler systems the focal length of
the front lens in the transmitting optics determines the
standoff or working distance between the probe and the
measurement position. This distance is often dictated
by the application at hand and by the available optical
access. However this focal length can also be applied
with (5.216) to give the dimensions of the measurement
volume. The nominal size of the measurement volume
can be approximated as an ellipsoid with half-axes and
volume given as

a0 = dw1/2

cosΘ/2
, b0 = dw1

2
, c0 = dw1/2

sinΘ/2
,

V0 = 4

3
πa0b0c0 , (5.217)

and the number of interference fringes in the volume
will be

Nfr = a0

∆x
= 2dw1 tan (Θ/2)

λb
. (5.218)

Typically the diameter of the measurement volume will
range between 40 µm and 200 µm and the length will

Part
B

5
.3



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 301

be 5–10 times larger, depending on the intersection an-
gle. If smaller measurement volumes are desired, beam
expansion must be used before the front lens to in-
crease dw0, which decreases dw1. The length of the
measurement volume may also be truncated by using
a side-scatter receiving arrangement in combination with
a pinhole aperture in front of the photodetector, as in-
dicated above. However, the volume in which tracer
particles can be detected can still be larger or smaller
than the nominal measurement volume. To underline the
difference between the detection volume and the meas-
urement volume, the signal generation is examined in
more detail.

As illustrated in Fig. 5.76, the signal generation in
the measurement volume depends on the trajectory of
the particle. The trajectory influences both the low-
frequency (DC/pedestal) and modulated (AC/Doppler
frequency) portion of the signal. This is shown for two
exemplary trajectories in Fig. 5.77. The amplitude of the
signal will depend on particle size. For particles signifi-
cantly larger than the fringe spacing ∆x, the modulation,
or visibility, will also decrease even if the fringe con-
trast is 100%. This occurs because larger particles will
always result in several fringes being seen by the de-
tector. Whether a particle will be detected of not will
depend on the detection criteria invoked in the signal
processing step, which may include an amplitude or
a signal-to-noise threshold on the DC and/or AC portion
of the signal. Hence, the effective spatial resolution of
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Fig. 5.78 Three-velocity component laser Doppler system, showing measured velocity components and probe-fixed,
orthogonal coordinate system

the laser Doppler system is a complex function of many
optical and electronic parameters.

This discussion also underlines the trade-off in se-
lecting the size of tracer particles. Small particles follow
flow fluctuations more accurately and result in higher
modulation levels in the Doppler signal; on the other
hand they also result in lower signal amplitudes (∝ d2

p
in the Mie scattering range), lower signal-to-noise ratios
and in the worst case may not even be detected.

Using different colors of a laser source, two or three
measurement volumes can be overlaid but with differ-
ing fringe orientation. By distinguishing the signals from
the different beam pairs through color filtering in the re-
ceiving optics, two or three velocity components can be
simultaneously acquired. An optical arrangement suit-
able for three velocity components is shown in Fig. 5.78.
Note that the three velocity components may not all
be orthogonal to one another and may require a trans-
formation into the probe-fixed or laboratory coordinate
system.

The performance of the laser Doppler system will
depend largely on the optical system. Therefore any
strategy for maximizing the signal-to-noise ratio and
the rate of Doppler signals should begin with the optical
system. The main influencing factors include

• Input laser power• Incident intensity (for given laser power a function
of measurement volume diameter)
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• Complete intersection of the two beams, equal in-
tensity, equal polarization, coherence• Particle size• Receiving aperture and alignment of the receiving
optics.

In some cases these factors are choices represent-
ing conflicting requirements and additional diagnostic
equipment may be necessary to achieve the best perfor-
mance.

Signal Processing
Each tracer particle passing through the measurement
volume results in a signal at the output of the photodetec-
tor. The signal processor has the task of detecting when
a signal is present and estimating various signal param-
eters – Doppler frequency, arrival time, signal length,
signal-to-noise ratio. Such a time series of particle sig-
nals is shown in Fig. 5.79, where a high-pass filter was
used to first remove the DC part of the signal. Note that
the signals arrive irregularly in time, a feature requiring
special consideration in the data processing step. These
signals are often referred to as burst signals, or Doppler
bursts.

For the temporal resolution of the system, the num-
ber of detected or processed signals per unit time is
of importance. Assuming a random and homogeneous
spatial distribution of particles in the flow with con-
centration np, the mean number of particles in the
measurement volume is

Np0 = npV0 = 4

3
πa0b0c0np (5.219)

and the mean signal rate (number of signals per unit
time) for particle trajectories through the measurement
volume parallel to the x axis is

Ṅ0 = pb0c0npvx . (5.220)
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Fig. 5.79 Irregular arrival of burst signals in time

Increasing the particle concentration indefinitely does
not continue to improve the temporal resolution; firstly
because at high particle loadings the injection of par-
ticles start to influence the flow, but also because
the signal processing may not be reliable in estimat-
ing the signal frequency when multiple particles are
present simultaneously in the measurement volume. Us-
ing Poisson statistics, which is valid for random spatial
distributions of particles, three concentration ranges can
be distinguished:

• Np0 < 0.1: single realization with a probability of
99.5%• Np0 ≥ 0.1: multiple particle signals, in which the su-
perposition of random amplitudes deteriorate signal
quality and may lead to a lower signal rate• Np0 > 10: a quasi-continuous signal.

Signal processors operate most effectively in the sin-
gle realization mode, which places upper limits on the
allowable mean particle concentration for a given meas-
urement volume size. Smaller measurement volumes
tolerate higher mean concentrations. At the same time,
the same laser power distributed over a smaller measure-
ment volume will result in higher incident intensity and
higher signal amplitudes and quality. However, reducing
the measurement volume indefinitely will eventually re-
sult in fewer particles being seen, reducing the temporal
resolution of the system.

Superimposed on the Doppler signal is noise, in-
cluding stochastic noise from the photodetector and
electronics (shot noise, Johnson noise, dark current) as
well as from the scattering process itself. The laser may
introduce signal noise, especially laser diodes. Noise can
arise from unwanted reflections associated with the flow
rig or other particles. Poor grounding of the experimen-
tal apparatus or poorly designed electronics may also
lead to ground noise. Except for the last source, noise
contributions in the system are usually considered to be
spectrally white, referring to the fact that the total noise
power is distributed evenly over all frequencies up to the
upper bandwidth of the system. The power of the signal
fluctuations σ2

s divided by the power of the noise fluc-
tuations σ2

n is known as the signal-to-noise ratio (SNR)
and is generally expressed in decibels

SNR

dB
= +10 log

(
σ2

s

σ2
n

)
. (5.221)

In Fig. 5.80, a laser Doppler signal, a noise signal and
the summation of the two in time, spectral and corre-
lation domain is illustrated. It becomes obvious from
Fig. 5.80 that the power spectral density (PSD) or the
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autocorrelation function (ACF) offer excellent means to
monitor SNR and to determine whether a particle signal
is present or not (Sect. 23.4). The presence of noise in
the signal can have both direct and indirect effects on the
measurement quantities. In the worst case, the scatter-
ing signal from the particle may not be detected at all or
a completely wrong frequency could be measured from
a noisy signal. However, noise may also affect estimates
of the signal duration, generally leading to an overesti-
mation, which then influences the derived flow quantities
in the data processing. In any case, noise increases the
variance of the signal frequency estimates, regardless of
which processing scheme is employed. Thus, noise at the
signal processing stage essentially determines the low-
est resolvable level of measurable turbulence in a flow.
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Fig. 5.80 Representation of a laser Doppler signal, a noise signa,l and a combination of the two in the time, spectral, and
correlation domains

This level is known as the Cramèr–Rao lower bound
(CRLB), and is discussed further in Sect. 23.5, as are
further aspects about the estimation of noise and SNR
of a signal.

The noise contribution to the signal can be decreased
and the SNR increased by bandpass filtering the signal
before processing; however to do this the cut-off fre-
quencies of the filter must be carefully chosen so as not to
suppress signals with widely varying Doppler frequen-
cies due to turbulent flow fluctuations. The advantage
of employing bandpass filters is that a higher particle
detection rate can be achieved and the variance of the
frequency estimates may decrease. Otherwise this vari-
ance will falsely appear as turbulent flow fluctuations.
Nevertheless, as mentioned above, the best strategy for
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achieving a maximum signal-to-noise ratio is to design
and adjust the optical system properly.

The processing of Doppler signals has seen a long
history of various methods since the first instruments;
however the high speed and low cost of present-day
electronics has resulted in commercial processor units
that exclusively use either the autocorrelation or power
spectrum for both signal detection and signal parameter
estimation. The main signal parameter to be estimated
from each Doppler burst is the frequency fD and, as
shown in Sect. 23.5.1 of this Handbook, several esti-
mators exist which come very close to achieving the
Cramèr–Rao lower bound for the signal frequency. In
fact with some a priori knowledge about the signal fre-
quency range, and with judicious use of filters, the CRLB
can even be exceeded. Modern commercial processors
are able to achieve these limits.

Other signal parameters to be estimated for each
burst include the arrival time, the length of the burst,
and the signal-to-noise ratio. The arrival time is required
for reconstruction of the velocity time series and also for
checking for coincidence between signals from different
channels of a two- or three-velocity component system.
Coincidence is registered when a signal is detected on
each channel within a given time separation, typically
10–30% of the total signal duration. This coincidence is
important when the velocity values are used to estimate
Reynolds stress terms, in which case only velocity com-
ponent values definitely coming from the same particle
should be considered.

The length of the burst, sometimes referred to as
transit or residence time, is a quantity required in the
data processing stage for estimating mean and fluctuat-
ing flow velocities. However the burst length may also
be used as a postvalidation criterion. The burst duration
can be compared with the measurement volume size di-
vided by the measured velocity. If these do not agree
within sufficient bounds, the particle is rejected from
entering further statistics. Similarly, the signal-to-noise
ratio can be used either as an online validation or as
a postvalidation criterion. Modern signal processors al-
low these quantities and their acceptable limits to be
adjusted through software.

With the widespread availability of fast analog-to-
digital convertors and processors, customized signal-
processing schemes are easily implemented, which may
estimate additional signal parameters. In particular,
model-based signal processing is attractive for spe-
cial applications. One example is the recent use of the
laser Doppler technique to estimate particle accelera-
tion [5.376]

Data Processing
As opposed to signal processing, whose task is to es-
timate certain characteristic parameters from a given
signal, data processing uses these estimated parame-
ters from many signals to derive certain flow-related
quantities. Two basic properties unique to laser Doppler
data must be considered. First, the sample times of
the flow velocity, given by the particle arrival times in
the measurement volume, are irregular. This is in con-
trast to many other measurement instruments, which use
a regular time sampling of an analog signal (analog-to-
digital converter). The second important feature of laser
Doppler data is that not only is the velocity sample time
random, but that the short-term rate of random particle
arrivals will generally be correlated with the measured
flow quantity. This correlation will be referred to as the
particle-rate/velocity correlation and without careful at-
tention to this fact, estimators can be biased, i. e., their
expectation can be incorrect.

The assumption of a homogeneous and random spa-
tial distribution of tracer particles in the fluid leads to an
exponential distribution of the distances between par-
ticles [5.377]. For a constant convective velocity, this
results in an exponential distribution of interarrival times
through any volume in space. Therefore, a good model
of the interarrival time probability density distribution
(PDF) is

p(∆ti ) = Ṅ exp
[−Ṅ(ti − ti−1)

]
, (5.222)

where Ṅ is the mean particle rate and ti and ti−1 are
the arrival times of consecutive particles i and i −1,
respectively. The striking feature of the distribution is
that the most probable time between two particles is zero.
Even at modest mean particle arrival rates, particles will
quite often appear in rapid succession. Either the signal
processor must be able to evaluate the signals online or
suitable input buffering must be available to avoid loss
of information and to prevent processor dead time. On
the other hand, the fact that velocity information is often
available over the very short time spans of consecutive
particles suggests that, in principal, information about
very high-frequency velocity fluctuations is contained
in the data. This is in strong contrast to data sampled
at equal time intervals, for which the sampling theorem
applies and for which no information above the Nyquist
frequency fNyq = 1/(2∆ts) is available, where ∆ts is
the sampling interval. In fact, with randomly sampled
data, there is no equivalent to the sampling theorem or
the Nyquist frequency and with suitable estimators it
is possible to achieve alias-free and unbiased estimates
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of signal power at frequencies far exceeding the mean
particle arrival rate, as discussed below.

Arrival-time information is sometimes used in data
processing as a basis for validation. Knowing the par-
ticle velocity and the dimensions of the measurement
volume, an estimate of mean transit times can be made.
Measured arrival times lying far below these estimates
indicate that the signal processor may be delivering more
than one velocity value per particle. Since moment es-
timators of velocity fluctuations generally assume the
single realization condition, such multiple values per
particle are unacceptable. These can often be recog-
nized as peaks in the probability density function of the
interarrival time, which also indicate suitable thresholds
for validating each individual velocity before further
processing.

Estimation of Moments. The particle-rate/velocity cor-
relation is the main physical reason for requiring special
moment estimators for laser Doppler data. The particle
rate through the measurement volume is determined by
the volume flux of fluid through the measurement vol-
ume and this is, in general, correlated with the measured
velocity component. Therefore, the sample rate of the
velocity also increases with velocity. For a given ob-
servation time, higher velocities will be sampled more
frequently than lower velocities and a simple arithmetic
mean of all samples will be positively biased over the
true time mean of the velocity. The degree of bias will
depend on how strong the correlation between the par-
ticle arrival rate and the measured velocity component
is.

A correct estimator for the mean of the u flow veloc-
ity component must therefore weight each sample with
a factor g, which is inversely proportional to the condi-
tional probability density of a particle arrival at a time
ti , given the velocity ui ,

û =

N∑
i=1

ui gi

N∑
i=1

gi

, (5.223)

where the index i refers to the arrival time ti and the hat
(ˆ) signifies that this is only an estimation of the mean.

One possible weighting factor would be

gi = 1√
u2

i +v2
i +w2

i

, (5.224)

which uses the magnitude of the vector velocity and
assumes a spherical measurement volume. For this,

a three-velocity component laser Doppler system is
necessary.

Alternatively, the residence time (or transit time) of
the particle τi can be used as a weight factor, since
this will be inversely proportional to the vector velocity
magnitude [5.378].

gi = τi . (5.225)

This is only possible if the signal processor provides
residence time information and if it is reliable.

An estimator for the second moment is given in
a similar manner

σ̂2
u =

N∑
i=1

(
ui − û

)2
gi

N∑
i=1

gi

, (5.226)

as are estimators for joint moments

u′v′ =

N∑
i=1

(
ui − û

)(
vi − v̂

)
gi

N∑
i=1

gi

. (5.227)

The last estimator assumes that the u and v velocities
are available at the same instant in time, meaning time
coincidence is demanded during the acquisition. For
independent time series, i. e., data collection without
coincidence, this equation must be modified to

u′v′ =

N∑
i=1

M∑
j=1

(
ui − û

) (
vi − v̂

)
gui gvi

N∑
i=1

gui gvi

. (5.228)

As an example, if a residence time weighting is being
used, gui corresponds to the residence time of the i-th
particle, found from the u component signal.

The issue of choosing an appropriate moment es-
timator is certainly less critical now than in the past,
simply because almost all commercial signal processors
now provide reliable estimates of the transit time for
each particle passage through the measurement volume.
Transit-time weighting is the recommended estimator
for all measurement situations involving spatially ho-
mogeneous particle seeding.

The necessity to use a weighted estimator can be
checked by cross-correlating the measured velocity
magnitude with the interarrival time fluctuations be-
tween particles. This is especially reliable if all three
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Fig. 5.81 Power spectral density estimation methods for laser
Doppler data

velocity components are available. A weighted estima-
tor is only required if a significant correlation exists
between these quantities.
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Fig. 5.82 Time series of laser Doppler velocity data and slot correlation with equidistant lag time bins ∆τ

Estimation of Turbulent Velocity Spectra. In contrast to
the rather straightforward computation of power spectral
density functions for equally sampled data, as described
in detail in Sect. 22.1, now the input data is randomly
sampled in time and no obvious equivalent to the fast
Fourier transform (FFT) is available as a computational
algorithm. However, as anticipated at the beginning of
this discussion, some estimators are able to exploit the
random sampling to achieve estimates of turbulent ki-
netic energy at frequencies much higher than the mean
particle arrival rate. The most common of these include

• direct transform• slot correlation followed by a cosine transform• reconstruction with equidistant resampling and FFT.

The relation between these techniques is pictured
schematically in Fig. 5.81. In each of the algorithmic
routes, additional steps (shown as dashed boxes in
Fig. 5.81) are possible, representing various enhance-
ments of these basic algorithms.

A comprehensive review and evaluation of these
techniques are given in Benedict et al. [5.379]. They
come to the conclusion that two main algorithms for es-
timation of the PSD and autocorrelation function (ACF)
can be recommended: the fuzzy slotting technique in
combination with local normalization [5.380], and the
refined sample-and-hold (S+H) reconstruction [5.381].
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The Slotting Technique. The slotting technique, gen-
erally credited to Mayo et al. [5.382], is pictured in
Fig. 5.82 and computed as

R̂k = R̂(k∆τ) =

N∑
i=1

N∑
j=J

uiu jbk(t j − ti )

N∑
i=1

N∑
j=J

bk(t j − ti )

,

bk(t j − ti ) =
⎧⎨
⎩

1 for
∣∣∣ t j−ti

∆τ
− k
∣∣∣< 1

2

0 otherwise
(5.229)

with the velocity samples ui = u(ti ) and u j = u(t j ). The
velocity product of all sample pairs with time separa-
tions falling within a given lag-time bin is added to that
bin’s sum as another estimate of the ACF for that lag
time. After processing all possible signal pairs, each
sum is divided by the number of accumulated products
in that bin. The original algorithm of Mayo uses J = 1,
which means that all sample pairs occur for k and −k.
Calculating only positive lag times (k ≥ 0) (5.229) can
be modified to J = i. Note that the first ACF coeffi-
cient (τ = 0) also contains self-products. With J = i the
self-products are over-represented compared to J = 1.
Therefore, an additional weighting factor of 1/2 is of-
ten used for self-products when (J = i). However, since
noise in each of the velocity estimates is unavoidable, the
first slot will be increased by the variance of the noise.
Since the ACF coefficient at τ = 0 normally also corre-
sponds to the variance of the process, this variance will
be overestimated using the estimator given by (5.229).
This also leads to a biased PSD estimate. Using only
cross-products (J = i +1) leads to a spectral estimate
with a noise-independent expectation. In fact, only the
estimation variance increases in the case of noise. How-
ever, the first slot can also be under-represented due to
processor dead times. This again can lead to a bias of the
k = 0 ACF coefficient, and thus the PSD estimate. The
ACF coefficient estimates are usually considered valid
for time lags in the middle of each bin.

A one-sided PSD estimator is computed from the
slot correlation by taking its discrete cosine transform

Ŝ j

= Ŝ( f j ) = Ŝ

(
j

2K∆τ

)

=2∆τ

[
R̂o +2

K−1∑
k=1

R̂k cos(2π f j k∆τ)+ (−1) j R̂K

]
,

(5.230)

where K is the index of the maximum time lag of the
ACF and is chosen by the user.

A severe limitation of the standard slotting technique
is its high variance (roughly constant up to moderate
lag times), which leads to poor estimates of turbulence
spectra. In order to reduce the variance of the slotting
technique, van Maanen and Tummers [5.383] employ
an ACF normalized by a variance estimate particular to
each slot, called the local normalization. This results in
an estimate of the correlation coefficient

ρ̂k = ρ̂(k∆τ)

=
N∑

i=1

N∑
j=J

ui u j bk(t j−ti )

√√√√
[

N∑
i=1

N∑
j=J

u2
i bk(t j−ti )

][
N∑

i=1

N∑
j=J

u2
j bk(t j−ti )

] (5.231)

and is used as the basis for the cosine transform. The
corresponding one-sided, real PSD estimator is

Ŝ j

= Ŝ( f j ) = Ŝ

(
j

2K∆τ

)

=2σ̂2
u ∆τ

[
1+2

K−1∑
k=1

ρ̂k cos(2π f j k∆τ)+ (−1) j ρ̂K

]
,

(5.232)

where σ̂2
u is an estimate of the velocity variance. While

(5.231) has been shown to have significantly lower vari-
ance for small lag times than (5.230) normalized by R̂0,
the variance at large lag times is unchanged.

Another method for reducing variance in the slotting
technique has been dubbed the fuzzy slotting technique
by Nobach et al. [5.381]. In this estimator, a lag-product
weighting scheme is defined as

bk(t j − ti ) =
⎧⎨
⎩

1−
∣∣∣ t j−ti

∆τ
− k
∣∣∣ for

∣∣∣ t j−ti
∆τ

− k
∣∣∣< 1

0 otherwise
(5.233)

and is used instead of the top-hat function in the
original algorithm (5.229). This estimator allows
lag products to contribute to two slots simultane-
ously and weights lag products that lie close to the
slot centers more heavily. The combination of this
fuzzy slotting technique with local normalization is
one of the recommended methods of computing the
ACF.
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Reconstruction with FFT. Reconstruction methods cre-
ate equidistantly spaced time series by resampling
according to various interpolation schemes, thereby al-
lowing a FFT to be used in making PSD or ACF
estimates. The most common scheme by far is the
sample-and-hold (zeroth-order, S+H) reconstruction.
This is the simplest of the polynomial class of recon-
struction algorithms and is depicted schematically in
Fig. 5.83. It can be written as

u(SH)(t) = u(ti ) for ti ≤ t < ti+1

and i = 1, . . . , N , (5.234)

where N is the total number of samples in a given block.
The reconstruction can be performed either over the
entire data set or with single data blocks. The equidistant
resampling with time steps of ∆ts is performed by

u(SH)
i = u(SH)(i∆ts) for i = 0, . . . , NR −1

(5.235)

and leads to a data set of NR samples that can be
processed by a Fourier transform.

The Fourier transform with the imaginary unit i is
given by

U (SH)
n =

NR−1∑
i=0

u(SH)
i exp

(
−2πi

in

NR

)

for n = 0, . . . , NR −1 (5.236)

and leads to the full block PSD

Ŝ(SH)
n = ∆ts

NR

∣∣U (SH)
n

∣∣2 for n = 0, . . . , NR −1

(5.237)

and, through the inverse FFT

X̂
(SH)
k = 1

NR

NR−1∑
i=0

Ŝ(SH)
i exp

(
2πi

ik

NR

)

for k = 0, . . . , NR −1 (5.238)

to the full block ACF

R̂(SH)
k = 1

∆ts
X̂(SH)

k for k = 0, . . . , NR −1 .

(5.239)

To reduce the variance of the final PSD estimate,
only K +2 < NR values of the ACF are used for further
calculations. K is the maximum desired lag time for
the ACF. In the refinement step outlined below, K +1
values of R̂k are required, and one further sample in the
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Fig. 5.83 The concept of zeroth-order reconstruction
(S+H) and resampling at equal time intervals

ACF is required for the subsequent Fourier transform to
the PSD, i. e., K +2 samples in total.

Unquestionably the work of Adrian and Yao [5.384]
was a major step forward in understanding the funda-
mental content of an S+H reconstructed signal. They
derived an expression for the expectation of the PSD

k = 0, . . . , NR −1E[Ŝ(SH)(ω)]
= 1

1+ω2/N2︸ ︷︷ ︸
filter

[
S(ω)+ 2σ2

u

N3λ2
u︸ ︷︷ ︸

step noise

]
, (5.240)

where E[Ŝ(SH)(ω)] is the expectation of the spectral es-
timate and S(ω) is the true spectrum (σ2

u is the variance
of the velocity fluctuations and λu is the Taylor mi-
croscale). The second term in parentheses was termed
step noise and corresponds to the spectral contribution
necessary to account for the step-like jumps in an S+H
signal. This contribution vanishes with the inverse of the
third power of the data rate Ṅ−3. The factor in front of
the parentheses, operating on both the true spectrum and
the step noise, is a first-order, low-pass filter with a cut-

�
.$
9%
��/�����$'��%���+�

&<-���$'��%���+�

���

����

���� ���

0�����
0�����
0�������

Fig. 5.84 The PSD of a white-noise process computed us-
ing a S+H reconstruction and resampling with FFT PSD
estimation

Part
B

5
.3



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 309

off frequency of Ṅ/(2π). This was subsequently named
the particle-rate filter and, at higher frequencies, dom-
inates the spectrum. Actually the step noise is a form
of aliasing in which the signal energy above the filter
cut-off frequency is distributed evenly over the entire
spectrum.

One result from Adrian and Yao [5.384] is repro-
duced here because of the clarity it brings to how all
reconstruction methods effect spectral estimators. Sim-
ulated laser Doppler data from a white-noise process
are submitted to a S+H reconstruction, resampling and
a conventional FFT PSD estimation. The result is shown
in Fig. 5.84. The effects of both the additive step noise
and the low-pass filter are clearly evident at low par-
ticle rates; indeed the completely falsified spectrum for
the lowest data rate begins to uncannily resemble that
of turbulence. The conclusion of Adrian and Yao was
that such spectra are reliable only up to a frequency
of Ṅ/(2π), a substitute for the Nyquist frequency rule
concerning regularly sampled data. Their assumption
that the ACF of turbulent velocity fluctuations is ex-
ponential was not instrumental to this conclusion. Of
course the computed spectrum below the cut-off fre-
quency is still falsified by the step noise or any other
aliased energy from higher-frequency components in the
signal.

Even the nature of the interpolation curve in the re-
construction does not alter the basic limitation of the
particle-rate filter. This was demonstrated by Müller
et al. [5.385], who applied numerous other reconstruc-
tion schemes to simulated and measured laser Doppler
data. These included higher-order polynomials, projec-
tion onto convex sets (POCS), fractal reconstruction, and
the so-called Shannon reconstruction. Although the re-
constructed signal in the time domain was visually more
appealing than an S+H signal in many cases, the spectral
content was altered surprisingly little.

Nobach et al. [5.386] developed a refinement that
cancels the particle-rate filter effect associated with S+H
reconstruction. The approach is to derive an expression
for the resampled ACF in terms of the true ACF. The
relation is then inverted to improve the ACF estimation.
The inversion is given by

R̂k =

⎧⎪⎪⎨
⎪⎪⎩

R̂(SH)
0 for k = 0

(2c+1)R̂′(SH)
k − c

(
R̂′(SH)

k−1 + R̂′(SH)
k+1

)
for k = 1, . . . K

,

c = exp
(− Ṅ∆ts

)
[
1− exp

(− Ṅ∆ts
)]2 , (5.241)

where R̂ is the refined ACF estimate based on the ACF
of the reconstructed and resampled time signal R̂(SH).
A full derivation of this relation is given by Nobach
et al. [5.381]. The PSD follows from a cosine transform
of R̂. In principle, a refinement can be derived for any
reconstruction algorithm, but for the S+H reconstruction
the refinement becomes the very simple algorithm given
above and is effective enough that the advantages of
other reconstruction schemes become negligible.

5.3.3 Particle Image Velocimetry

What is PIV?
Most common fluids, such as air and water, are ho-
mogeneous and optically transparent. This implies that
the motion of the fluid is not readily visible; this is
experienced by the modern traveler who takes a view
through an airliner window and is oblivious of the air
rushing at speeds around 250 m/s just outside the win-
dow. Once the fluid has been marked, for example by
using smoke, small particles or a dye, the fluid motion
and structure of the flow become visible; methods for
flow visualization are described by Merzkirch [5.387],
and the book by Van Dyke [5.388] contains excellent ex-
amples of flow visualization examples providing insight
in the deep physical aspects of fluid motion. Yet, vi-
sualization methods are predominantly qualitative, and
in general fluid markers are introduced at specific lo-
cations. On the other hand, single-point methods (e.g.,
hot-wire anemometry and laser-Doppler anemometry)
provide a quantitative and accurate sample of the flow
at a given point. They are however unable to capture the
instantaneous flow organization, also known as coherent
flow structures, observed in turbulent flows [5.389–391].
With the development of digital camera technology and
affordable digital image processing it became possible
to develop new measurement methods that could simul-
taneously provide the instantaneous spatial flow field
description and a quantitative result [5.392]. One of the
most successful measurement methods that has emerged
in the past two decades is particle image velocimetry
(PIV) [5.393, 394].

The working principle of PIV is schematically de-
scribed in Fig. 5.85. The different aspects of a PIV
measurement are discussed in greater detail in the re-
mainder of this chapter. The principle of PIV is based
on the measurement of the displacement of small tracer
particles that are carried by the fluid during a short time
interval. The tracer particles are sufficiently small that
they accurately follow the fluid motion and do not al-
ter the fluid properties or flow characteristics (Sect. 5.3).
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Fig. 5.85 Schematic of a typical PIV
measurement system

The tracer particles are illuminated by means of a thin
light sheet generated from a pulsed light source (usu-
ally a double-head pulsed laser system), and the light
scattered by them is recorded onto two subsequent im-
age frames by a digital imaging device, typically a CCD
camera. By means of stereoscopic imaging it is possible
to determine the three components of the flow veloc-
ity within the planar field defined by the light sheet.
The simplified one-camera system suffers from the re-
striction that the optical axis must be aligned in the
direction normal to the light-sheet plane. Moreover such

�� ��

Fig. 5.86a,b Turbulent jet experi-
ment: flow visualization of the jet by
means of a dye added to the jet fluid
(a); PIV image of the same jet where
both the jet fluid and the surrounding
fluid are homogeneously seeded with
tracer particles (b)

systems only yield two velocity components within the
measurement plane and are therefore only suitable for
the investigation of flows with a negligible out-of-plane
velocity component. PIV is essentially a non-intrusive
measurement method; however it requires optical access
for both the delivery of the light sheet and recording of
the images. In order to obtain robust unbiased measure-
ments over the flow domain, it is important that the tracer
particles are homogeneously distributed within the ob-
served flow region. This is a marked difference with
respect to flow visualization methods, where fluid trac-
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ers are typically introduced at very specific locations, as
shown in the example of Fig. 5.86.

The recorded images are typically processed of-
fline on a digital computer. This consists essentially of
a cross-correlation analysis of the particle-image pat-
terns in small subdomains, or interrogation regions,
between the first and second image frame. Because of
the stereoscopic viewing and the finite thickness of the
light sheet, the observed particle-image displacement is
slightly different for each camera, which depends on the
magnitude and direction of the local velocity. The three-
component displacement vector is reconstructed from
the displacements observed by the two cameras. The
particle-image pattern displacement divided by the im-
age magnification and the time delay between the laser
light pulses yields the local fluid velocity. This process
is repeated for the entire image domain, which yields
the instantaneous velocity in a planar cross section of
the observed flow. Sophisticated interrogation methods
have been developed that make it possible to interro-
gate images at high spatial resolution and to determine
displacements with high accuracy. The PIV analysis typ-
ically yields 103 –105 velocity measurements per image
(depending on the digital image format and interroga-
tion resolution) with a typical measurement accuracy of
about 1% [5.397].

PIV is a measurement method able to partially deter-
mine the instantaneous velocity gradient tensor ∂u/∂x
within the plane defined by the light sheet. This implies
that PIV measurement can be used to determine the
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	� ��� �	� �� Fig. 5.87a–c Coherent structures in
wall-bounded flows. (a) Hairpin vor-
tex visualized by means of hydrogen
bubbles (after Kim et al. [5.395]);
(b) measured out-of-plane vorticity
for a hairpin vortex measured with
PIV (Westerweel [5.396]); (c) time
trace of a two-component LDA
measurement near the wall in a tur-
bulent boundary layer (courtesy of
A. Schwarz-van Maanen)

instantaneous out-of-plane component of the vorticity,
i. e., the curl of the velocity field. This has been a major
breakthrough in experimental methods that has made
it possible to investigate aspects of flows experimen-
tally that were previously impossible, with particularly
interesting applications for turbulent flows where quan-
titative information on coherent flow structures could be
inferred. In this respect PIV measurements made it pos-
sible to investigate turbulent flows from a perspective
other than that of the one-point statistics, retrieving the
deterministic approach to the study of turbulence and
restoring the concepts of dynamical organization and
emphasizing the role of coherent structures, which were
not straightforward when using previous experimental
methods. For example, Fig. 5.87 shows the observation
of a so-called hairpin vortex in wall-bounded turbulent
flow by means of classical hydrogen-bubble visual-
ization and the computed out-of-plane vorticity from
a PIV measurement; the same figure shows an example
of an LDA measurement obtained in the same region
where the heads of hairpin vortices would occur, which
evidently does not reveal the turbulent flow structure.

An additional contribution of the PIV technique to
experimental research is the capability to determine the
flow velocity at a large number of points simultane-
ously, which allows a significant reduction of the time
needed to acquire experimental data in wind-tunnel
tests [5.398]. An example is PIV measurement of the
wake behind an airplane model in a towing tank [5.399],
as illustrated in Fig. 5.88. The light-sheet position is at
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Fig. 5.88 The measured vorticity behind an airplane model in a tow-
ing tank (Scarano et al. [5.399])

a fixed location in the laboratory system of reference,
while the aircraft model is towed through the meas-
urement plane and beyond, releasing trailing vortices.
Typically such vortex wakes are quite persistent and
extend over very long distances in comparison with
the wingspan. Measurements with single-point methods
(such as HWA or LDA) would require a passage of
the model for each measurement location, while a PIV
measurement captures the wake vorticity field time his-
tory at a given station within a single experimental run.
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Fig. 5.89a,b Three-dimensional PIV measurements: (a) Turbulent jet measured by the scanning light-sheet technique
and visualized with a vorticity isosurface (after Hori and Sakakibara [5.400]); (b) circular cylinder wake measured with
tomographic PIV and visualized by color-coded vorticity components isosurfaces (after Scarano et al. [5.401])

The extension of the PIV technique into a three-
dimensional measurement method has been achieved
by different approaches. The most popular is the
high-speed scanning method [5.400, 402] where the
quasi-instantaneous three-dimensional flow structure is
reconstructed from PIV recordings obtained at high rep-
etition rate over parallel planes slightly shifted along the
normal direction (Fig. 5.89a).

The instantaneous three-dimensional measurement
of the flow can also be achieved by holographic record-
ing [5.403] of an illuminated volume and the particle
depth position is obtained by the reconstruction of the
3-D object from its hologram. A more-recent approach
for three-dimensional measurements makes use of sev-
eral viewing directions of an illuminated volume in the
flow domain and a three-dimensional scattered light
field reconstruction algorithm based on digital tomogra-
phy [5.404]. A typical result is shown in Fig. 5.89b.

In the past decades PIV has evolved from a method
that was only applied in specialized laboratories into
a versatile off-the-shelf experimental tool [5.394] with
a spatial resolution and accuracy that can be used for the
detailed investigation of complex unsteady and three-
dimensional flows. With state-of-the-art equipment it
is possible to measure from large-scale supersonic
flows [5.405], down to microscopic-scale low-speed
flows [5.357] and even in living organisms [5.406,407].
With the use of multiple-camera systems it is possible
to combine PIV with other optical diagnostics such as
laser-induced fluorescence (LIF), which makes it pos-
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sible to obtain simultaneous velocity and concentration
or temperature measurements [5.408]. The use of fluo-
rescent markers or advanced analysis methods allows an
easy extension of PIV in multiphase flows [5.409–413].

Optical Systems: Seeing the Flow
Illumination.
Light Source Requirements. The measurement princi-
ple of PIV relies on a finite observation time ∆t used to
detect the particle motion. The particle tracers need to
be illuminated and observed twice within the time sep-
aration. The first requirement for a light source suited
for PIV experiments is a short duration of illumination
δt. A practical criterion for the choice of the maximum
duration of each illumination pulse is that particle im-
ages do not appear as streaks but rather as circular dots.
This is obtained when the (imaged) particle displace-
ment within the pulse duration (or during the imager
exposure time for continuous illumination) is signifi-
cantly smaller than the size of the particle image itself
(see the section on imaging for the particle image size):

δt � dτ

vM
. (5.242)

The second requirement is that the illuminated par-
ticles are distributed within a thin sheet such that they
can be imaged in focus and their position in depth is
dictated by the light sheet. A third requirement is that
the intensity of the light source must allow the scattered
light from the seeding particles to be detected by dig-
ital imaging devices. The required pulse energy E is
proportional to the linear dimension L of the area of in-
terest. Typically E ≈ 100 mJ is sufficient to illuminate
an area with L = 10 cm in air flows, while about twice
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Fig. 5.90a,b Light-sheet formation optics: (a) constant sheet width. (b) linearly expanding sheet width. The Rayleigh
length Ra is the length over which the light sheet has a minimum thickness w (denoted as the waist)

that area is possible in water flows. The planar illumi-
nation requires that the thickness of the light sheet is
significantly smaller than its height and width (in the
order of 1%).

Lasers are used as illumination sources since they
can produce a pulsed, collimated and monochromatic
light beam that can be easily shaped into a thin light
sheet (see the next section). The most common device
used for PIV experiments is the solid-state frequency-
doubled Nd:YAG laser that emits light with a wavelength
of 532 nm. It produces pulse energies ranging be-
tween 10 mJ and 1 J. With its very short pulse duration
(5–15 ns) this instrument is practically suited to il-
luminate flows without any limit on the flow speed.
The standard architecture of a PIV laser consists of
two separate lasers firing independently at the required
pulse separation. Therefore the time separation can
be freely optimized for the experimental conditions,
primarily the flow speed and the imaging magnifica-
tion.

However its repetition rate ranges between 10 and
50 Hz, posing the major limitation of Nd:YAG-based
systems in performing time-resolved experiments ex-
cept for very low-speed flows (v < 0.2 m/s). In the last
decade, important developments in the area of solid-state
lasers have improved significantly the performance of
diode-pumped Nd:YLF lasers for high-repetition-rate
illumination. Currently Nd:YLF lasers are capable of
emitting pulses of energy of 10–40 mJ at a repetition
rate of 1–5 kHz. Their pulse duration is about 10 times
longer than Nd:YAG lasers.

Light-Sheet Formation Optics. The circular-cross-
section beam delivered by the light source is shaped into
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a thin sheet by means of cylindrical and spherical lenses.
Common arrangements are illustrated in Fig. 5.90. In
the first case (Fig. 5.90a) a cylindrical lens expands the
beam along the vertical direction followed by a spher-
ical lens that compensates the effect of the first lens.
The resulting system is equivalent to a beam expander
along the vertical direction. In the horizontal direction
the cylindrical lens has no effect on the beam and the
spherical lens will focus it at a distance equal to the
focal length. This arrangement is particularly suited to
achieve uniform illumination along the propagation di-
rection. It is, however, not practical in cases for which
large regions of space have to be illuminated unless
a large-format spherical lens is available. The scheme
illustrated in Fig. 5.90b applies for the illumination of
large areas and in general when uniform illumination
is not strictly required. In this case the desired sheet
width can be obtained at an appropriate distance L as
a function of the focal length of the cylindrical lens
f1. Systems with more than two lenses allow more-
complete control of the light sheet at the cost of increased
complexity.

To minimize the variation of the light sheet proper-
ties within the area of interest it is convenient to design
the light-sheet optics in such a way that the beam waist
does not fall within the measurement region. In fact the
spatial rate of change of sheet thickness and energy den-
sity is highest around the waist. As a consequence several
experimental parameters such as out-of-plane particle
motion and particle brightness vary largely within the
measurement area, limiting the possibility to optimize
the experiment. In particular, an arrangement with the
waist outside (possibly beyond) the measurement region
is strictly required when performing stereoscopic meas-
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Fig. 5.91 Schematic of the optical configuration for PIV
imaging. (After Westerweel [5.414])

urements with a large velocity component across the
light-sheet thickness.

Imaging. A schematic of the PIV optical configuration
is shown in Fig. 5.91. The light sheet has a finite thick-
ness ∆z0 and is assumed to be uniform along the x and
y directions. An image of the tracer particles in the light
sheet is formed by means of a lens on the surface of
an image sensor (usually a CCD or CMOS sensor ar-
ray). The lens is characterized by its focal length f ,
aperture number f # (given by the focal length divided
by the aperture diameter), and image magnification M0,
defined as the ratio of the image distance Z0 and ob-
ject distance z0. The diameter dτ of the image of a small
tracer particle with diameter dp in the light sheet is given
by [5.393, 415]

dτ
∼= (

d2
s + M2

0d2
p

)1/2
,

with ds = 2.44(1+ M0) f #λ , (5.243)

where ds is the diffraction-limited spot diameter and
M0dp the geometric image diameter. The diffraction-
limited spot results from the finite resolution of the
optical system due to diffraction effects; for a point
source (dp → 0) or distant object (M0 → 0) the light cap-
tured by the objective is spread over a small spot also
known as the Airy disc, with diameter ds, surrounded
by diffraction rings of decreasing brightness [5.415].
For all practical purposes in PIV, the light distribution
in the Airy disc is well approximated by a Gaussian
intensity distribution with an e2 diameter of 0.74ds.
The first expression in (5.243) would be exact when the
diffraction-limited spot and geometrical-optics particle
image follow a Gaussian intensity distribution.

For typical optical parameters in PIV, e.g., M0 ≈ 0.2,
f # ≈ 4, λ≈ 0.5 µm, dp ≈ 10 µm, ds ≈ 6 µm, it is found
that ds � M0dp, so that dτ ≈ ds. In other words, the
diffraction limit generally dominates the particle-image
formation, and the particle-image diameter is quite uni-
form despite variations in dp.

Equation (5.243) dictates the lower limit for the par-
ticle image diameter and applies for an aberration-free
lens with a circular aperture. In practice this means that it
is valid for sufficiently large f #, since for very small f #

aberrations decrease the performance of lens systems; it
is good practice always to close the aperture of a lens by
one or two f -stops, and to use a lens within its designed
magnification range; different lens designs exist, e.g., for
high-magnification imaging (viz., macrolenses) or for
fixed magnification and working distances (telecentric
lenses).
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Moreover, the particle-image diameter follows
(5.243) for particle images in focus, i. e., when the light-
sheet thickness ∆z0 is smaller than the focal depth δz of
the optical system (Fig. 5.91) given by [5.393]

δz ∼= 4

(
1+ 1

M0

)2

f #2
λ . (5.244)

For the above example the focal depth of the imag-
ing system is about 1 mm. In the case of µPIV the
focal depth will in general be much smaller than the
thickness of the illuminated volume, and the record-
ing contains both focused particle images as well
as out-of-focus particle images, which degrade the
measurement precision. In this case the measurement
volume is not defined by the thickness of the light
sheet, but by the correlation depth, i. e., the depth
along the optical path over which (defocused) particle
images contribute significantly to the measured displace-
ment [5.416].

Given the rather small focal depth and the strong de-
pendence of the measurement error on particle-image
diameter, it is important that the optical system is prop-
erly focused. To adjust the lens by hand while judging
the focus from a monitor is often not accurate and im-
possible to verify. It is good practice to consider the
image contrast, defined as the standard deviation of
the image gray value divided by the mean image gray
value, as a function of the focal-plane position; the posi-
tion with maximum image contrast is the optimal focus
position.
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Fig. 5.92a,b Optical configurations for stereoscopic imaging: the translation method (a) and angular displacement method
(b)

Stereoscopic Imaging. The use of stereoscopic imaging
by means of two cameras makes it possible to reconstruct
the three-component displacement vector in the plane
of the light sheet. A review of stereoscopic PIV and
related methods is given by Prasad [5.417]. The two
generic configurations are the translation method and
the angular method (Fig. 5.92). In the translation method
the object and image planes are parallel, so that the
magnification is constant, but disadvantages are that

• it is restricted to rather small viewing angles (up to
about 15◦), and• the off-axis viewing is prone to optical aberrations.

The angular method allows much larger viewing angles
and paraxial imaging, but the image magnification is no
longer constant. This leads to a perspective deforma-
tion of the image and varying resolution over the image
domain. In recent years practical and accurate methods
have been developed for image reconstruction in angular
stereoscopic viewing.

For an ideal imaging system with parallel object and
image planes and with a thin light sheet (i. e., ∆z0 � δz),
a particle at position (x, y, z) within the light sheet
(z ≈ z0) is projected onto a position (X,Y, Z0) with:
X/x = Y/y = M0. For angular stereoscopic viewing it
is necessary to tilt the backplane of the camera with re-
spect to the optical axis of the lens, according to the
diagram shown in Fig. 5.93, so that all particle images
are in focus; this is the so-called Scheimpflug configura-
tion [5.417,418]. Since the object plane and image plane
are not parallel, the image magnification varies over the
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field of view. As a result there is a perspective deforma-
tion of the image as shown in Fig. 5.96. The geometric
back-projection of (X,Y ) in the image data onto (x, y)
in the object plane is given by

x = fX sinα

M0 sin θ(X sinα+ fM0)
,

y = fX

X sinα+ fM0
, (5.245)

where the angles α and θ are defined in Fig. 5.93. This
method requires accurate values for the optical and ge-
ometric parameters; inaccuracies can lead to significant
systematical errors in the PIV results. A generalized ap-
proach is to use a mapping function instead [5.417,420]

x = a0 +a1 X +a2Y +a3 X2 +a4Y2 +a5 XY + . . .

1+a′
1 X +a′

2Y + . . .
,

y = b0 +b1 X +b2Y +b3 X2 +b4Y2 +b5 XY + . . .

1+b′
1 X +b′

2Y + . . .
,

(5.246)

where the parameter vectors a, a′, b, and b′ are deter-
mined by means of a calibration target. When a′ = b′ = 0
the parameter vectors a and b can be found from an
arbitrary number of calibration points by means of
solving a set of linear equations. For correcting per-
spective image distortion (in which straight lines are
imaged as straight lines) it is in principle sufficient to
use second-order polynomials.

The three-component displacement vector (∆x,
∆y, ∆z) for a symmetric angular configuration (i. e.,
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Fig. 5.93 Scheimpflug condition for tilted object and im-
age planes

θ1 = θ2 = θ) is reconstructed from the two in-plane dis-
placements (∆xl,∆yl) and (∆xr,∆yr) observed by the
left and right camera, respectively,

∆x = ∆x1 −∆x2

2 sin θ
, ∆y = ∆y1 +∆y2

2
,

∆z = −∆x1 +∆x2

2 cos θ
, (5.247)

for |∆x1|, |∆y1|, |∆x2|, |∆y2| � z0 sin θ (Fig. 5.94). It
is noted that the expression for ∆z in (5.247) implies
that, in a single-camera configuration (with the optical
axis perpendicular to the light-sheet plane), the in-plane
components of the displacement are contaminated by
the out-of-plane displacement; the error is proportional
to ∆z tan η, where η represents the viewing angle with
respect to the optical axis. Given typical values for
∆x,∆z ≈ 0.25 mm and η≈ 6◦ (for a point near the edge
of the field of view) yields an error of up to 10% of the
in-plane displacement.

A generalized method to obtain the out-of-plane
component is by means of so-called three-dimensional
calibration or Soloff method [5.421], where an image of
the calibration target is recorded at two or more posi-
tions along the z-coordinate, and the relation between the
three-dimensional position x in the object domain and
the two-dimensional position X in each image plane is
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Fig. 5.94 The principle of stereoscopic PIV in which an
out-of-plane displacement ∆z is reconstructed from the ob-
served motion in two cameras. In this diagram the cameras
are located on opposite sides of the light sheet. (After van
Doorne et al. [5.419])

Part
B

5
.3



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 317

Fig. 5.95 Three generic configurations for the light sheet
and cameras in stereoscopic PIV. The arrow indicates the
direction of propagation of the light sheet

fitted to a polynomial F(x). The particle-image displace-
ment ∆X is then given by: ∆X ∼= (∇F) ·∆x, [5.417]:⎛

⎜⎜⎜⎝
∆X l

∆Yl

∆Xr

∆Yr

⎞
⎟⎟⎟⎠∼=

⎛
⎜⎜⎜⎜⎝

Fl
1,1 Fl

1,2 Fl
1,3

Fl
2,1 Fl

2,2 Fl
2,3

Fr
1,1 Fr

1,2 Fr
1,3

Fr
2,1 Fr

2,2 Fr
2,3

⎞
⎟⎟⎟⎟⎠

⎛
⎜⎝

∆x

∆y

∆z

⎞
⎟⎠ (5.248)

with Fi, j = ∂Fi/∂x j . The set of equations in (5.248) is
solved by means of a least-squares optimization method.

Equation (5.247) shows that the random measure-
ment error for ∆z relative to the random errors in ∆x and
∆y is inversely proportional to tan θ. Hence, for θ = 45◦
the errors in the in-plane and out-of-plane components
are of the same order. When stereoscopic viewing is ap-
plied for a liquid flow (viz., water) the light rays are
refracted at the water–air interface. Given Snell’s law,
a stereoscopic viewing angle of 45◦ in air reduces to only
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Fig. 5.96 Perspective deformation due to the angular con-
figuration in stereoscopic viewing

32◦ (with a refractive index of n = 1.33) for water, im-
plying that an effective 45◦ stereoscopic viewing angle
in water is obtained for 49◦, which is close to the crit-
ical angle (for n = 1.33), making this arrangement not
viable. It is therefore common to use prisms such that
the optical axis is not refracted when it crosses the wall
of the test section and large viewing angles in liquids are
attainable without strong image distortion [5.417].

When using a calibration-based stereoscopic re-
construction, it is important that the position of the
calibration target accurately coincides with the light
sheet; deviations lead to so-called registration errors
and artefacts in the measurement results [5.419, 422].
A small deviation can be corrected by means of a pro-
cedure based on the so-called disparity map obtained
by cross-correlating the simultaneous particle images
recorded from the two views [5.418, 423].

Another aspect that can strongly influence the per-
formance of a stereoscopic PIV system is the orientation
of the cameras with respect to the light sheet. In most
applications with restricted optical access it will be prac-
tical to position both cameras on one side of the light
sheet; with full optical access one can position the cam-
eras on opposite sides of the light sheet. Three generic
configurations can be identified, as shown in Fig. 5.95.
For the first configuration the scattering angle is around
90◦ for both cameras. In view of the scattering diagram
shown it would be favorable to use forward or backward
scattering, as is achieved in the second configuration.
The level of scattering has usually increased, although
it can be quite uneven between the two cameras, as
forward scattering is generally an order of magnitude
stronger than backward scattering. In the third configura-
tion both cameras are positioned so that light is scattered
in a forward direction and at equal scattering levels; this
configuration would be favorable when working with
low-power lasers or very small tracer particles, provided
that sufficient optical access is available.

Non-Ideal Imaging. For non-ideal imaging systems the
particle images can be distorted as a result of optical
aberrations, and straight lines in the object plane be-
come curved lines in the image plane, i. e., nonuniform
imaging. Examples of optical aberrations are coma and
astigmatism. Coma usually occurs for nonparaxial imag-
ing, while astigmatism occurs when the light rays pass
at significant angles through different refractive me-
dia (e.g., when no prisms are applied for stereoscopic
viewing in a liquid). Nonuniform imaging is generally
classified as barrel or pincushion deformation. Opti-
cal aberrations and image nonuniformity can usually be
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Fig. 5.97 Stereoscopic PIV setup for measurements in a pipe. A:
pipe; B: water-filled rectangular box; C: water-filled prisms; D:
cameras on Scheimpflug mounts (after van Doorne and Wester-
weel [5.419])

avoided when lenses are used within the design specifi-
cations. A small degree of image nonuniformity can be
corrected by using higher-order polynomials as mapping
functions (5.246).

Optical aberrations and image nonuniformity also
occur when the flow is observed through curved win-
dows, for example when imaging a flow in a cylindrical
pipe. This can become very strong when such a pipe is
filled with a liquid. In that case the optical distortions
and image nonuniformity can be reduced considerably
by enclosing the pipe section at the measurement lo-
cation with a box that is filled with the same liquid. It
is also beneficial to replace the pipe wall locally with
a thin-walled pipe section.

As an example, Fig. 5.97 shows the optical configu-
ration for stereoscopic PIV measurements in a pipe. The
cameras are on Scheimpflug mounts on opposite sides
of the light sheet in the forward scattering direction, and
the setup includes a water-filled box with a thin-walled
pipe section and prisms to minimize optical distortions.

Digital Image Processing. Digital image processing en-
compasses all computer operations on digital images.
For a full account of all possible methods one is re-
ferred to the many text books that have been written on
this subject [5.424, 425]. In general two approaches are
distinguished in image processing:

1. image restoration attempts to repair undesirable ef-
fects due to the imaging (e.g., perspective distortion,
image blur due to defocusing), whereas

2. image enhancement accentuates certain image
features (e.g., improvement of image contrast, sup-
pression of background illumination).

The interrogation analysis of PIV images by means
of spatial correlation is based on the requirement that the
image statistical properties are homogeneous, i. e., the
image mean and standard deviation are spatially uniform
and the spatial correlation is a function of the difference
of two spatial locations. This implies:

1. homogeneous seeding
2. uniform illumination
3. uniform image background.

In many practical situations these requirements may not
be fully met: for large flow facilities and high-speed
flows it is difficult to maintain a homogeneous seed-
ing; the Gaussian intensity profile of laser beams and
the use of an uncollimated light sheet imply gradual
variations of the local illumination intensity; PIV meas-
urements near wall and other objects usually suffer from
nonuniform backgrounds due to reflections. Some of
these non-ideal aspects in PIV images can be compen-
sated by means of image-processing methods, which are
briefly reviewed here.

Low-Pass and High-Pass Filtering. Straightforward
image-processing operations are low- and high-pass fil-
tering. These can be implemented by means of moving
average or autoregressive methods. Alternatively, these
filters can also be implemented in the Fourier domain
making use of the duality of multiplication and convolu-
tion [5.426]. These operations are linear, which implies
that subtracting a low-pass filtered image from its origi-
nal image is equivalent to a high-pass filtered image. In
general, these methods are lossy (see later), which means
that information is lost. For example, high-pass filtering
generally removes a slowly varying background image,
but also reduces the effective particle-image diameter,
which can lead to increased discretization errors (peak
locking); also, high-pass filtering does not remove sharp
edges present in background images. An effective ap-
proach for the elimination of background noise and sharp
edges is based on the subtraction of the statistical mini-
mum intensity locally from each image. This procedure
can be applied under the constraint that the background
noise is constant during the acquisition of the series of
recordings.

Histogram. In general the gray values in a PIV image are
not equally distributed. The typical gray value histogram
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will have a dominant peak that represents the dark im-
age background and an exponentially decaying part that
represents the particle images (Fig. 5.98). In general the
number of gray values (typically 4096 gray values for
a 12 bit digitizer) by far exceeds the number of gray
values a human can detect, which is about 60 [5.425].
Therefore only the brightest particle images are usually
observed, whereas the actual number of particle images
that contribute to the spatial correlation can be much
larger than what would be judged on visual inspection
of PIV images. To enhance the visibility of weak par-
ticle images a nonlinear relation between intensity and
pixel gray value can be applied with the aim to achieve
a more-uniform distribution over the gray values. This
is referred to as histogram equalization [5.425].

Min/Max Filtering. A method to remove a slowly vary-
ing background image and to normalize the image
contrast is min/max filtering [5.396]. The image is fil-
tered in two ways:

1. each pixel is replaced by the smallest value in an
M × N-pixel neighborhood (i. e., a local minimum
filter), and the result is passed through an M × N-
pixel moving-average filter;

2. the same operation is carried out but now for the
largest value in an M × N-pixel neighborhood (this
results also passes an M × N-pixel moving-average
filter).

The results are the so-called lower and upper envelopes
of the pixel gray values. The lower envelope is sub-
tracted from the original image, and the result is divided
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Fig. 5.98 Histogram of pixel gray values for an 8 bit digital
PIV image (after Westerweel [5.427])

by the (scaled) difference between the upper and lower
envelope. The result represents an image with zero back-
ground and homogeneous image contrast. The optimal
filter size depends on the particle-image diameter and
seeding density, and can be found by optimizing the
fraction of valid displacement measurements [5.428].

Image Compression. A typical image format in PIV is
1024 × 1024 px with 12 bit dynamic range (i. e., 4096
gray levels). Hence, a single stereoscopic PIV record-
ing requires about 8 MB of storage. Recording a large
time series easily takes up several gigabytes, and a full
experiment can consume several hundreds of gigabytes.
Standard compression algorithms, such as Joint Photo-
graphic Experts Group (JPEG), are lossy compression
methods, in which fine image details are lost. As PIV im-
ages are completely filled with small-scale objects (viz.,
particle images), the use of lossy compression methods
always implies a loss of performance [5.429], i. e., an
increase in the number of spurious vectors and an in-
crease of the random noise error (due to an increase
of the effective particle-image diameter). Lossless com-
pression methods, such as Lempel–Ziv–Welch (LZW),
are better suited for PIV image data, although the com-
pression ratio is modest due to the fact that there is
little to no structure in PIV images (which typically ap-
pear as white-noise images). As a matter of fact, the
best compression is PIV interrogation itself, which re-
duces an 8 MB stereoscopic image set to about 50 kB of
displacement data.

Particle-Image Detection. Particle tracking methods
and super-resolution PIV (Sect. 5.4) depend on the de-
tection of individual particle images. As particle images
generally appear as bright dots on a dark background,
a common approach is to use the condition of local
maximum above a selected grey value threshold: all pix-
els above the given threshold represent particle images.
The number of detected particle images depends on the
threshold value: when this threshold value is too high
a significant number of particle images remain unde-
tected, whereas a value that is too low will result in
the spurious detection of background noise as particle
images. In addition, nonuniform illumination makes it
difficult to use a single threshold value for the entire im-
age, unless image processing has been used to normalize
the image (see before). For uniform illumination and
monodisperse tracer particles the grey value histogram
would be bimodal, and the optimal threshold value
would lie in between the histogram peaks that repre-
sent the particle images and image background [5.430].
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However, in practice illumination is not uniform (mainly
due to the Gaussian profile of the light sheet), and the
histogram will not be bimodal; instead it has a single
background peak and an exponential tail that represents
the particle images (Fig. 5.98). Inevitably, this means
that the number of detected particle images depends on
the threshold and that there will be a bias towards bright
particle images, i. e., large tracer particles (that may have
a significant slip with respect to the fluid velocity) and
tracer particles that occur in the central (i. e., bright) sec-
tion of the light sheet. The latter implies that a threshold
reduces the effective light-sheet thickness.

Image Interrogation: Inside the Computer
Velocity from Tracer Motion. In PIV the motion of
a fluid is visualized by the motion of small tracer par-
ticles added to the fluid. These tracer particles constitute
a pattern that can be used to evaluate the fluid motion. If
the tracer density is very low (i. e., the distance between
distinct particles is much larger than the displacement)
then it is very easy to evaluate the displacement from
individual tracer particles. This mode of operation is
generally referred to as low-image-density PIV, or par-
ticle tracking velocimetry (PTV). However, for most
PTV algorithms the amount of information that can be
retrieved from an image is very limited. By increasing
the concentration of tracer particles, the displacement
becomes larger than the particle-image spacing, and it
is no longer possible to identify matching pairs unam-
biguously. This mode of operation is generally referred
to as high-image-density PIV.

Low-Image-Density PIV. An intuitive approach for
interrogating PIV images is by matching individual
particle-image pairs. Consider the simplest interroga-
tion algorithm, i. e., nearest-neighbor matching: for each
particle image in frame 1 a matching particle image
is searched within an interrogation domain in frame 2
(Fig. 5.99). The probability of identifying the correct
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Fig. 5.99 Interrogation strategies for low image density
and high image density

particle-image pair is given by the probability P0 that no
other particle images occur within a circle with an area
A = π∆X2. The number of particle images that appears
within a given area is a Poisson process (given that the
tracer particles have a homogeneous random distribution
over the flow volume), with the mean number of particle
image per unit area given by: C∆z0/M2

0 , where C is
the tracer number density, ∆z0 the light-sheet thickness,
and M0 the image magnification. Then, the probability
P0 is given by

P0 = FO eC∆z0/M2
0π∆X2

, (5.249)

where FO is the probability that the tracer particle leaves
the light sheet between the two exposures. In order to
achieve a success rate Pα for the interrogation of the
frames, one can use (5.242) to determine an upper limit
for the displacement ∆X (assuming FO = 1):

∆X < δ ·
√

4

π
ln

(
1

Pα

)
,

with δ ∼= 0.5

(
C∆z0

M2
0

)−1/2

, (5.250)

where δ is the mean distance between neighboring par-
ticle images. It is easily verified that an acceptable
interrogation success rate implies that ∆X � δ, e.g.,
∆X/δ < 0.26 for Pα = 95%. This implies that the in-
terrogation algorithm is only successful when the image
density, defined as

NI =
(

C∆z0

M2
0

)
A with A = π∆X2 , (5.251)

is considerably smaller than one; the phrase low-image-
density PIV has been coined to categorize PTV methods.

The obtained velocity vectors are randomly dis-
tributed over the image domain and rather sparse: if
one would subdivide an image into interrogation do-
mains with area A, only a fraction NI � 1 would actually
contain a particle-image pair. For example, for an 8 px
displacement range and a 95% interrogation success
rate, the number of measured velocity vectors would
be about one thousand. More-advanced PTV interroga-
tion algorithms make use of iterative approaches where
the particle images are paired based on a velocity esti-
mate obtained by a previous cross-correlation analysis.
This approach is known as super-resolution analysis in
the sense that information is extracted at a resolution
higher than that of the interrogation windows [5.431]. In
this case a much higher vector density can be achieved.
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The limiting principle in this case is that the displace-
ment differences within the interrogation window must
always be smaller than a given parameter related to
the particle-image spacing – as explained above for the
nearest-neighbor matching algorithm.

High-Image-Density PIV. As explained above, one can-
not rely on a simple particle-image matching algorithm
to measure displacements that are larger than the mean
particle-image spacing. Hence, to increase the number
of samples that can be extracted it is necessary to use
an approach that is capable of matching particle-image
pairs when the displacement ∆X is larger than the mean
particle-image spacing δ (Fig. 5.99). Instead, it is nec-
essary to use a statistical approach to identify the most
probable match of particle images in the two frames.

Spatial Correlation Analysis. Consider an interrogation
domain in frames 1 and 2 that contains a substantial
number of particle images, as shown in Fig. 5.100a. For
a given particle image in the first frame each particle im-
age in the interrogation domain in frame 2 is a possible
match candidate and each pair represents a possible dis-
placement with equal likelihood; this is represented in
the displacement histogram in Fig. 5.100b where each
peak represents a possible displacement and all peaks
have equal amplitude to represent that each matched
pair has an equal probability. This procedure is then re-
peated for all particle images in the interrogation domain
in frame 1, and the probabilities in the displacement his-
togram are superimposed. Hence, the displacement peak
for each of the matching pairs will soon be dominant over
the displacement peaks for unrelated pairs, as shown in
Fig. 5.100b.

Already two important requirements for PIV inter-
rogation are evident:

1. the displacement of the particle images within the
interrogation domain should be (nearly) uniform;

2. the interrogation domain should contain a consider-
able number of particle image pairs, i. e., NI � 1;
this is why this interrogation strategy is also referred
to as high-image-density PIV.

The important difference with respect to low-image-
density PIV is that the interrogation in any location
normally contains sufficient particle images to obtain
a valid measurement. In general, the number of velocity
data extracted from high-image-density PIV is an order
of magnitude larger than for low-image-density PIV,
i. e., about 104 interrogations/image. In addition the ve-
locity data is arranged on a regular grid, as opposed to the

random data in low-image-density PIV, which is more
convenient in view of post-interrogation processing of
the data.

The statistical analysis to identify the most
likely particle-image pairing is equivalent to find the
particle-image displacement by means of a spatial cross-
correlation R(s) of the interrogation images W1(x)I1(x)
and W2(x)I2(x):

R(s) =
∫
A

W1(x)I1(x)W2(x+ s)I2(x+ s)dx ,

(5.252)

where W1 and W2 are windowing functions that de-
fine the interrogation domains in the images I2 and I2,
respectively.

Spatial Correlation Analysis. A theoretical analysis
of PIV interrogation using spatial correlation was ini-
tially developed by Adrian [5.432] for double-exposure
continuous images obtained from the photographic
recording technique. Later this theory was extended to
image pairs with cross-correlation. Westerweel [5.396,
414, 433] adapted the theory for analysis of digital
images.

To understand the operating principle of the spatial
correlation analysis, the images I1 and I2 are split into
mean and fluctuating parts, i. e., I1(X) = 〈I1〉+ I ′

1(X)
and similarly for I2, where 〈· · ·〉 denotes an ensem-
ble average over images under identical circumstances
but with different particle-image patterns. Also, it is
implicitly assumed that the particle images are dis-
tributed homogeneously so that 〈I1〉 is a constant. After
substitution in (5.244), R(s) can be written as

R(s) = RC(s)+ RF(s)+ RD(s) , (5.253)

where RC is the spatial cross-correlation of the mean
image intensities, RF the cross-correlation of 〈I1〉 and
I ′
2(X) and vice versa, and RD the cross-correlation of the

fluctuating images intensities I ′
1(X) and I ′

2(X). This is

�# �% �# �%

Fig. 5.100 Histogram analysis for finding the most probable dis-
placement
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also illustrated in Fig. 5.101. In practice this means that
the terms RC and RF can be eliminated by subtracting the
mean image intensity from the interrogation images. The
remaining term RD can be split into mean and fluctuating
parts, where the averaging is taken over an ensemble of
tracer patterns for a given (fixed) velocity field u(X, t):

RD(s) = 〈RD(s)|u〉+ R′
D(s) , (5.254)

where 〈RD(s)|u〉 is commonly referred to as the
displacement-correlation peak and R′

D(s) as the random
correlation term. Figure 5.102 shows typical examples
of 〈RD(s)|u〉 and R′

D(s). Evidently 〈RD(s)|u〉 shows
a single peak at a location s = sD, which coincides with
the local particle-image displacement within the inter-
rogation domain (provided that the velocity field within
the interrogation domain is uniform).

However, it is only possible to identify the cor-
rect displacement-correlation peak when its amplitude is
larger than the highest random correlation peak in R′

D(s).
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Fig. 5.101 The spatial cross-correlation R(s) of interrogation images WI1 and WI2, (top-hat windowing) when split into
mean and fluctuating parts, can be separated into three terms: RC, RF, and RD

If this is not the case, the interrogation analysis yields
a spurious value for the particle-image displacement.

The ratio of the highest correlation peak and that
of the second highest correlation peak is a measure of
the detectability of the displacement-correlation peak,
indicated by D0, and can be considered as a lower limit
of the signal-to-noise ratio.

Theoretical analysis shows that for a (nearly) uni-
form velocity field the quantity 〈RD(s)|u〉 is given by

〈RD(s)|u〉 ∼ NI FO(∆z)FI(s)Fτ(s − sD) , (5.255)

where NI is the image density, FO the loss of corre-
lation due to out-of-plane motion of the tracer particle
(i. e., tracer particles that enter or leave the light sheet
between the two exposures), FI the loss of correlation
due to in-plane motion of the tracer particles (i. e., tracer
particles that enter or leave the interrogation domain
between the two exposures), and Fτ the particle-image
self-correlation. Given that the light sheet has a Gaussian
intensity profile along the z-coordinate, and that the in-

Part
B

5
.3



Velocity, Vorticity, and Mach Number 5.3 Particle-Based Techniques 323

��

��(�)

�� ��

E��(�): ��(�)�E��(�):

Fig. 5.102a–c Separation of the displacement-correlation term RD (a) into mean (b) and fluctuating terms (c)

terrogation windows are identical (i. e., W1 = W2 = W)
and uniform with an area A = DI × DI, FO and FI are
given by

FO(∆z) = exp

(
−8

∆z

∆z0

)
, and

FI(sX , sY ) =
(

1− |sX |
DI

)(
1− |sY |

DI

)
, (5.256)

for |sX |, |sY | < DI. For identical particle images that
have an (approximate) Gaussian shape with an e−2

width dτ, the particle-image self-correlation Fτ is given
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Fig. 5.103a–f The appearance of the spatial correlation as a function of image density, viz. NI = 5, 10, and 25. Graphs
(d–f) are identical to graphs (a–c), but normalized with respect to the maximum peak height

by

Fτ(s) = exp

(
−4

s2

d2
τ

)
with s2 = s2

X + s2
Y . (5.257)

Note that Fτ has a Gaussian shape with an e−2 width
dτ. The expressions (5.247) and (5.249) can be used to
evaluate the effect of the image density and in-plane and
out-of-plane motion on the location and shape of the
displacement-correlation peak.

Image Density. Figure 5.103 shows the effect of
a variation in the image density NI on the spatial correla-
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Fig. 5.104 The spatial correlation for increasing in-plane displacement (at constant image density)

tion, while the in-plane and out-of-plane displacements
remain constant. As predicted by (5.247) the peak am-
plitude is directly proportional to NI, i. e., the signal
strength increases when the number of particle images
in the interrogation domain increases. It is also clear
that the noise (i. e., the random correlations) increases in
proportion to NI. However, when the correlation is nor-
malized with respect to the highest peak (Fig. 5.103d–f),
it is clear that the relative noise level (defined as the
highest random correlation peak) decreases with in-
creasing NI.

In-Plane and Out-of-Plane Motion. The amplitude
of the displacement-correlation peak decreases for in-
creasing in-plane displacement. Examples of the spatial
correlation for increasing in-plane displacements are
shown in Fig. 5.104. The peak amplitude is proportional
to the fraction of the particle images that remains within
the interrogation domain; this fraction is equal to the
value of FI(s) (5.249). Note that the amplitude of the
displacement-correlation peak decreases for increasing
displacement, while the amplitude of the noise peaks re-
mains at the same level. Hence, for increasing in-plane
displacement, the probability that the displacement peak
is correctly identified reduces. Later it is shown that
the location of W2 can be shifted over (sX , sY ), so that
the number of particle images within the interrogation
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Fig. 5.105 The spatial correlation for increasing out-of-plane motion

domain is maximized and FI ≈ 1 (Sect. 5.4.2). An alter-
native way to achieve FI = 1 is to use a larger window
W2 such that all particle image present in W1 are also
included in W2.

Out-of-Plane Motion. Figure 5.105 shows the spatial
correlation for a fixed image density and in-plane dis-
placement, but for increasing out-of-plane displacement.
The peak amplitude decreases for increasing |∆z| and is
proportional to FO(∆z) as defined in (5.248) (for a light
sheet with a Gaussian intensity profile). Unlike the ef-
fect of in-plane motion, it is not possible to reinterrogate
the image pairs and compensate for the out-of-plane mo-
tion; in practice this means that loss of correlation due to
out-of-plane motion is a major limiting aspect of a planar
PIV measurement.

It should also be noted that in Fig. 5.105 it was
assumed that the light sheet is identical (perfectly over-
lapped) for both exposures. In practice this may not
always be the case when a double-cavity laser is used;
when the two laser beams do not perfectly overlap,
the value of ∆z in Fig. 5.105 should be replaced by
∆z + z∗, where z∗ is the light-sheet misalignment. In
PIV measurements where the principal flow direction is
perpendicular to the light-sheet plane a deliberate offset
can be used to maximize FO (this is very similar to the
window offset method, although it cannot be executed in
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Fig. 5.106 The spatial correlation for an increasing velocity difference within the interrogation window

a postrecording phase). A practical procedure to achieve
the highest correlation in relation to the light sheets
overlap is to perform online cross-correlation while dis-
placing one light sheet and monitor the height of the
correlation peak.

Velocity Gradient. The effect of a local velocity gradi-
ent in the measurement field was ignored in the present
theory. An extension to arbitrary flow fields is not triv-
ial. Instead it can be assumed that there is a small local
variation of the velocity field within the interrogation
domain; this variation can be due to a large-scale gra-
dient in the in-plane or out-of-plane fluid motion, or
a local variation at a scale below the dimensions of the
interrogation domain. It is then investigated to what ex-
tent such variations do not significantly affect the theory
developed for purely uniform fluid motion.

Figure 5.106 shows the spatial correlation for
increasing local variation a = M0|∆u|∆t within the
interrogation domain of the displacement field. For in-
creasing a the peak amplitude decreases while the width
of the peak increases, and the total volume under the
correlation peak remains (approximately) constant. The
loss of correlation F∆ due to a (small) variation of the
displacement field is given by

F∆(a) = exp

(
−a2

d2
τ

)
. (5.258)

The effects of a local variation of the displace-
ment field are negligible when a is smaller than dτ. For
larger values of a it can happen that the displacement-
correlation peak excessively broadens and splits up into
several correlation peaks, and an unambiguous estima-
tion of the displacement is no longer possible. Hence,
a/dτ ≈ 1 is an upper limit for which the assumption
of local uniform flow holds. In the special case that
the local variation of the displacement field is only due
to large-scale in-plane gradients, it is possible to use

window deformation methods [5.435] to recover the
displacement-correlation peak for a > dτ.

PIV Design Rules. In summary, the amplitude of the
displacement-correlation peak is given by

R(sD) ∼ NP NI FI FO F∆ . (5.259)

For cross-correlation analysis of two image frames
NP = 1, but in the case of ensemble correlation, which
can be used for steady flows (primarily in µPIV), NP
is the number of superimposed correlations. The peak
amplitude in relation to the highest noise peak (or signal-
to-noise ratio) can be enhanced by increasing NI (and
NP), but is impeded by in-plane and out-of-plane loss of
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Fig. 5.107 The valid detection probability for the
displacement-correlation peak as a function of the im-
age density NI and the in-plane and out-of-plane loss
of correlation, FO and FI, respectively (after Keane and
Adrian [5.434])
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correlation and loss of correlation due to local variation
of the displacement field.

The probability of obtaining a detectability D0 de-
fined as the signal-to-noise ratio that is larger than 1.1 as
a function of the parameters NI, FI and FO more or less
collapses onto a single curve, as shown in Fig. 5.107.
The data are based on extensive Monte Carlo sim-
ulations, and show that the detection probability for
cross-correlation analysis and uniform displacements
(i. e., NP = 1 and F∆ = 1) reaches close to 100% when
NI FI FO is larger than about 7.5. This result has led
to the following general design rules for PIV measure-
ments [5.434, 436, 437]

NI > 10|∆X|< 1

4
DI ,

|∆z|< 1

4
∆z0 , M0|∆u|∆dτ , (5.260)

i. e., when the interrogation domain contains at least
10 particle-image pairs, the in-plane and out-of-plane
motion should be less than about one-quarter of the
interrogation window size and light-sheet thickness,
respectively, and local variations of the displacement
within the interrogation domain should be less than the
particle-image diameter. When these criteria are met at
least 95% of the interrogations should return the correct
particle-image displacement.

As mentioned before, some of the criteria in (5.252)
can be relaxed, e.g., the use of a window offset elimi-
nates the second rule and the use of window deformation
relaxes the fourth rule (but only when in-plane gradients
are dominant). Nonetheless, any advanced methods will
rely on an initial interrogation result that should comply
with these design rules.

Digital Correlation. The spatial correlation analysis de-
scribed previously deals with continuous images. In
practice one is dealing with digital images, i. e., the
continuous image field is sampled at discrete locations
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Fig. 5.108 Detailed shape of the correlation peak (in one dimension)
as a function of the subpixel part of the displacement (here shown for
a 1.6 pixel particle-image diameter). The horizontal shaded region
represents the background noise level in the correlation

and the image intensity is quantified to discrete levels.
The effects of spatial discretization are not important
according to the Nyquist theorem [5.426] when the im-
age sampling rate is at least twice the bandwidth of
the optical system [5.415], and the intensity quantiza-
tion can be ignored when the difference between the
discrete levels is small compared to the intensity varia-
tions [5.425]. Westerweel [5.438,439] demonstrated that
for digital PIV analysis it is not necessary to sample the
images at the Nyquist rate, since the information on
the particle-image displacement is represented at much
smaller spatial frequencies than the detailed information
of the individual particle-image locations. In practice
a 32×32 px interrogation domain is typically used; when
the design rule in (5.252) for in-plane motion is used,
this would imply an 8 px maximum displacement. If the
displacement uncertainly would be determined by the
pixel dimension (i. e., a ±0.5 px error), then the relative
error for digital PIV measurements would not be bet-
ter than 1/8(≈ 13%). Fortunately, it is possible to obtain
accurate measurements of the displacement by means of
interpolating the discrete displacement-correlation peak,
or so-called subpixel interpolation (Fig. 5.108); the typ-
ical uncertainty is 0.05–0.10 px, which implies relative
errors around 1% or better. This is sufficient for appli-
cation of PIV to the investigation of a wide range of
unsteady and turbulent flows, and is key to the success
of digital PIV. However, as one is operating below the
Nyquist sampling rate, a number of effects emerge that
are typical for digital PIV analysis that will be discussed
below.

Pixelization. The image I(x, y) is discretized by the im-
age sensor (i. e., CCD or CMOS device) that integrates
the light intensity over a small area, or pixel:

I[i, j] =
∫∫

p(x − i ·dτ, y − j ·dr)I(x, y)dx dy ,

(5.261)

where p(x, y) is the pixel spatial sensitivity. This is usu-
ally a uniform rectangular area, but more-complex forms
should be used to represent the effect of microlenses
(where the sensitivity may be nonuniform and leakage
from adjacent pixels can be incorporated). The total area
of p(x, y) divided by d2

r (for a square pixel layout) is the
pixel fill factor β. When β is significantly smaller than
one, the light sensitivity of the sensor decreases pro-
portionally. At the same time the fill factor affects the
efficiency of subpixel interpolation [5.427].

The image intensity is represented in a finite number
of discrete levels. Common quantization level ranges are
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256 or 4096 gray levels, i. e., 8 bit and 12 bit quantiza-
tion, respectively. The quantization can be represented
as additive white noise [5.425]:

I[i, j] = I•[i, j]+ς[i, j] . (5.262)

When the variance of ζ is small with respect to the
variance of I , the effect of quantization can be ignored,
and usually the sensor noise level is larger than the
quantization noise level. Therefore I• will simply be
written as I . However, an extreme situation is a binary
image (which contains only gray levels 0 and 1), which
is sometimes used to implement a special form of spatial
correlation; in that case the increased noise contribution
of ζ needs to be compensated by a higher image density.

Discrete Correlation. For digital images I1[i, j] and
I2[i, j] the discrete spatial correlation is given by

φ[p, q] =
∑

i

∑
j

W1[i, j](I1[i, j]− I1
)

× W2[i + p, j +q](I2[i + p, j +q]− I2
)
,

(5.263)

where I1 and I2 are the averaged image values over
the windows W1 and W2, respectively. Commonly, W1
and W2 are identical and uniform N × N-px domains
that are equal to 1 inside the domain and zero outside
the domain. A generalized form of the discrete corre-
lation when W1 and W2 are not identical is given by
Ronneberger [5.440]; if W2 is larger than W1 then is no
longer a constant, i. e., and vice versa.

The discrete spatial correlation φ[p, q] is related to
the continuous spatial correlation RD(s) by convoluting
RD with the self-correlation Φpp of p(x,y) and then
sampling the result at integer multiples of dr:

φ[p, q] .= {Φpp ∗ RD}(p ·dτ, q ·dr) , (5.264)

(ignoring trivial normalization and/or conversion fac-
tors, e.g., conversion from light intensity to gray value).

Computation of the Spatial Correlation. The spatial
correlation involves a summation over M × N multipli-
cations for each pixel in the correlation domain, which
has to be evaluated for a total of 2M × 2N px in the cor-
relation domain; hence, the direct evaluation of requires
a total of (2M × 2N)2 multiplications, which implies
a considerable computational effort. Fortunately, there
exists a very efficient algorithm to improve the process-
ing speed for the evaluation of the spatial correlation,
i. e., the fast Fourier transform (FFT).

The spatial correlation in (5.255) can be computed
by means of a discrete Fourier transform (DFT) and is
identical to the correlation provided that the domain is
at least 2M × 2N to contain φ[p, q]; the proof is given
in Appendix. The DFT can be computed by means of
the fast and efficient FFT algorithm [5.441]. For a U × V
domain the FFT algorithm requires only 4UV log2 UV
multiplications (when U and V are both powers of 2),
which implies an enormous reduction in the computa-
tional effort. In its most common form the domain size
has to be a power of 2, but generalized algorithms ex-
ist in which the domain size can be any combination of
a power of prime numbers (e.g. 2, 3, 5, which captures
almost any domain size). It is however not necessary to
restrict the application of FFT to interrogation domains
that are only a power of 2, or prime numbers; with
proper zero padding (Appendix A) any domain size can
be selected, as long as the padded domain matches the
requirements for the FFT algorithm that is being used.

It is common to use an M × N correlation domain,
which implies that part of the correlation that falls
outside the domain is folded back into the (periodic)
domain. This only causes significant errors when the
correlation attains significant nonzero values outside
the central M × N domain. This only occurs when the
particle-image displacement [p, q] is outside the do-
main: −M/2 < p < +M/2, N/2 < q < +N/2. When
the experimental conditions comply with the design
rules in (5.252) this does not occur, and the use of an
M × N correlation domain generally implies a substan-
tial reduction of the computational effort (of roughly
a factor four), compared to a 2M × 2N domain, at the
cost of a small but acceptable increase of the noise
level.

Subpixel Interpolation. One of the most powerful as-
pects of digital PIV is the ability to determine the
particle-image displacement at subpixel level: under op-
timal conditions the particle-image displacement can
be estimated with a precision better than 0.1 px. This
means that the measurement error can be as low as 1%
(or less) for a 32 × 32 px interrogation domain with an
8 px particle-image displacement (in accordance to the
1/4-rule).

The peak location at subpixel level is obtained
by interpolation of the correlation values around the
correlation maximum. Figure 5.108 shows the corre-
lation values in a narrow peak as a function of the
subpixel position of the displacement-correlation peak.
Note that the value φ0 ≡ φ[m0, n0] of the correlation
maximum remains practically unchanged, while the
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two adjacent correlation values φ−1 ≡ φ[m0 −1, n0]
and φ+1 ≡ φ[m0 +1, n0] change considerably in am-
plitude. This means that the subpixel location of the
maximum (i. e., the particle-image displacement) can
be estimated from the correlation values {φ−1, φ0, φ+1}
for each coordinate.

The most commonly used method for the sub-pixel
estimation of the displacement is the three-point Gaus-
sian peak fit, where the subpixel part for each component
of the displacement is given by [5.442]:

εX = 1

2

(lnφ−1 − lnφ+1)

(lnφ−1 − lnφ+1 −2 lnφ0)
, (5.265)

The numerator in (5.257) represents the skew of the
correlation peak as also shown in Fig. 5.108. Evidently,
this estimator fails when:

1. any of the considered correlation values is zero or
negative, or

2. when the denominator is close to zero.

The former can occur for very narrow correlation peaks,
i. e., dτ/dr � 1, or when then the image background is
nonuniform (e.g., in the case of reflections), whereas the
latter can occur for very wide correlation peaks when:
φ0 ≈ φ−1 ≈ φ+1, i. e., dτ/dr � 1.

In principle the correlation values φ−2 and φ+2
would also carry information with regard to the subpixel
peak position, but for very narrow peaks (dτ/dr ≈ 2) and
finite image density (NI ≈ 10) the correlation noise level
is of the order of the correlation values φ−2 and φ+2,
so that their contribution to the estimated displacement
value is practically insignificant. For larger particle im-
ages (dτ/dr � 2) or higher image densities (NI � 10) it
would make sense to use a larger domain for the subpixel
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Fig. 5.109a,b The difference between the measured and actual dis-
placement as a function of the actual displacement for uniform
(a) and Gaussian (b) interrogation windows. The open symbols and
line indicate the estimate using the biased correlation φ, while the
filled symbols indicate the result using the unbiased estimate φ∗
(5.259)

estimation. In that case the displacement is estimated by
means of two-dimensional least-squares fit of a Gaus-
sian curve over a 5 × 5 kernel (or larger) domain. This
has the additional advantage that the fit can be gener-
alized to accommodate elliptical peaks with arbitrary
orientation (which can occur in the case of strong lo-
cal velocity gradients). However, for narrow peaks that
effectively cover a 3 × 3 px domain, there is no signif-
icant difference between the one-dimensional (1-D) fit
(5.257) applied for each component and a least-squares
2-D fit.

Bias Correction. The spatial correlation R(s) defined
in (5.244) is a biased estimate of the true two-point
ensemble correlation for a finite interrogation domain;
this bias is proportional to the in-plane loss of correlation
FI(s), which skews the displacement-correlation peak
and causes a bias in the estimated displacement towards
the origin of the correlation domain (even when the
displacement is uniform). This bias is proportional to
the size of the interrogation domain and the width of the
displacement-correlation peak [5.414, 434]. This bias
can be corrected by using

φ∗[m, n] = φ[m, n]
FI[m, n] , (5.266)

where FI[m, n] is given by (5.249) for uniform and iden-
tical interrogation windows W1 and W2. The difference
between the measured and actual image displacement
using φ[m, n] and φ∗[m, n], respectively, is shown in
Fig. 5.109. It is important that the peak identification is
done in φ[m, n], as the unbiased correlation φ∗[m, n]
has a diverging variance for large [m, n] [5.443],
which can cause the appearance of dominant spuri-
ous correlation peaks near the edges of the correlation
domain.

Peak Locking. Reduction of the particle-image diameter
relative to the pixel size can lead to an effect commonly
referred to as peak locking. This effect becomes apparent
in the displacement histogram of PIV data, as illus-
trated in Fig. 5.110. Evidently, peak locking significantly
reduces the accuracy of PIV measurements [5.444]; al-
though the effect on velocity flow statistics may be
within acceptable limits, this effect can lead to awkward
results for instantaneous spatial derivative data such as
vorticity [5.445].

The effect originates from the fact that the
displacement-correlation peak increasingly deviates
from its assumed Gaussian shape for decreasing dτ/dr,
i. e., the term Φpp in (5.256) deforms the correlation
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Fig. 5.110a,b PIV data from a turbulent pipe flow obtained with two different subpixel interpolation methods: (a) peak
centroid, and (b) Gaussian peak fit

peak. This is illustrated in Fig. 5.111, which shows the
difference between the measured and true subpixel dis-
placements for different values of dτ/dr. Note that the
slope of the curves near the origin in Fig. 5.111 is always
negative, which implies that the measured displacement
is biased towards integer pixel values.

Further analysis shows that diffraction-limited par-
ticle images are fully resolved when the particle-image
diameter is at least four pixels [5.427]. This means
that the continuous particle images can be fully re-
constructed from the discrete samples according to the
Shannon–Whittaker sampling theorem [5.426], and that
peak-locking effects do not occur. Between 2 and 4 px

����

����

$-'&�"5��� "����#���!��(�5)

9"���������(�5)

���

���

�

���� � ���

Fig. 5.111 The bias error, or mean difference between the
measured displacement and true displacement, as a func-
tion of the subpixel fraction of the displacement for the
peak centroid (dash-dotted), parabolic peak fit (dashed)
and Gaussian peak fit (solid) (after Westerweel [5.396])

in diameter, the bias error is small and its magnitude
depends on the pixel fill ratio [5.427]. For very small
particle images, i. e., 1–2 px in diameter, the effect of
peak locking becomes very strong, although the cor-
relation peak may still contain sufficient information to
recover the displacement data, i. e., φ−1 and φ+1 are suf-
ficiently above the background noise level. It should be
noted that the peak height is a function of the subpixel
displacement, which enhances biasing towards integer
pixel displacements. For dτ/dr < 1 all information is re-
tained in φ0, and φ−1 and φ+1 are no longer above the
background noise level, i. e., signal recovery is no longer
feasible.

Numerous approaches have been suggested to
eliminate the peak-locking effect, including image defo-
cusing, (anti-aliasing) image filtering, alternate subpixel
interpolation methods, and window subpixel reinterpo-
lation [5.446]. Most of these methods have in common
that they redistribute the image information and thus
artificially increase the effective particle-image diam-
eter. The best practice seems to be a proper choice
of light source energy and optical configuration (viz.,
image magnification and lens aperture) to match the
diffraction limit to the available image pixel resolution.

Optimization. From the preceding paragraphs it already
becomes clear that the optimal particle-image diameter
is somewhere between one and four pixels. Analysis
shows that this is primarily determined by the informa-
tion content of the estimated spatial correlation φ[m, n]
and that the random error for the three-point Gaus-
sian peak fit in (5.257) has a minimum value of about
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0.05–0.10 px at dτ/dr ≈ 2 under idealized conditions.
This has been confirmed by means of simulation results
and controlled experiments [5.438, 439, 447].

The estimated correlation values φ[m, n] are not in-
dependent samples of RD(s), but are correlated over
a finite domain with an area L2 that is given by [5.414]

L2 =
∑

m

∑
n

cov{φ[m0, n0], φ[m0 +m, n0 +n]}
var{φ[m0, n0]} ,

(5.267)

where [m0, n0] is the location of the displacement-
correlation peak. The value of L2 can be interpreted
as the number of correlated samples in the interrogation
domain, so that (L/M)2 represents the relative uncer-
tainty level for an M × M domain [5.443]. The typical
behavior of L/M as a function of dτ/dr is shown in
Fig. 5.114, which indicates two scaling regimes:

1. for small particle images (dτ/dr < 1) the increase in
pixels decreases the uncertainty, i. e., the amount of
available information in the correlation peak loca-
tion increases with increasing number of pixels (or
decreasing dr);

2. for large particle images (dτ/dr > 1) the correlation
peak spreads over a larger number of pixels with
decreasing dr, but this does not increase the infor-
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Fig. 5.112 The rms displacement error as a function of the
particle image diameter (in pixel units) for 32 × 32 px in-
terrogation windows and constant image density NI = 15
(open symbols) and constant source density Ns = 0.05. The
solid line represents a theoretical result, while the dot-
ted and dashed lines represent scaling relations. (After
Westerweel [5.433])

mation content of the correlation peak and therefore
does not reduce L/M.

This special property is related to the fact that
the width of the correlation peak is directly related
to the maximum slope of the correlation peak (which
determines the estimation uncertainty), as is the case
for a Gaussian-like shape [5.448, 449]. As a result
the root-mean-square (rms) error is proportional to the
particle-image diameter (for resolved particle images),
i. e.,

σ∆X ∼= cdτ , (5.268)

with c ≈ 0.05–7 [5.393,433,444] This relation holds for
large (Gaussian-like) particle images (i. e., dτ/dr � 1)
and indicates that the performance improves for decreas-
ing particle-image diameter. However, improvement
breaks down when the effect of finite pixel size be-
comes apparent. Figure 5.112 shows the simulation
results and a theoretical prediction for the rms error
as a function of the particle-image diameter relative to
the pixel dimension. The theoretical result is based on
the image statistical properties as the only input param-
eters. Also, two scaling regimes for the rms error as
a function of dτ/dr are identified: σ∆X ∼ dτ for con-
stant image density, and σ∆X ∼ d2

τ for constant source
density.

Hence, the optimal particle-image diameter is deter-
mined by two opposing trends, i. e., the reduction of the
random error for decreasing particle image diameter and
an increase for the bias and random error for decreas-
ing particle image diameter as a result of the finite pixel
dimensions; the optimal value for dτ/dr is about 2 (or
slightly larger) based on theoretical and simulation re-
sults, but in the literature values between 2 and 4 are
reported based on practical considerations.

The rms estimation error is approximately constant
as a function of the displacement, but is proportional
to the displacement for |∆X|/dr < 0.5, as shown in
Fig. 5.113.

The error vanishes for zero displacement as the in-
terrogation images WI1 and WI2 are identical (for zero
out-of-plane motion). This property can be utilized to
improve the performance of subpixel interpolation by
means of window matching.

The fact that the rms error is proportional to the
subpixel displacement (rather than constant) implies
also a bias towards integer pixel displacement values;
the error fluctuations are much smaller for near-integer
pixel values, but increase for increasing subpixel dis-
placement, causing a typical variation in the histogram
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Fig. 5.113a,b Measurement error due to discretization as a function of the displacement. (a) Bias error; (b) rms error.
Squares are relative to single-step correlation. Circles are relative to multistep correlation and subpixel window shift

for subpixel displacements as shown in Fig. 5.113. The
vanishing of the rms error towards zero in-plane dis-
placement (i. e., when the two interrogation images
become identical) only occurs when the out-of-plane
displacement is negligible. Therefore one can expect
that this contribution towards peak locking will dis-
appear for increasing out-of-plane motion, as shown
by the simulation results of Foucaut et al. [5.450].
Hence, for flows with appreciable turbulence levels,
this contribution to peak locking is usually not signifi-
cant.

Dynamic Range. The lower end of the dynamic range
is determined by the requirement that the corresponding
displacement can be distinguished from the noise level.
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Fig. 5.114 The level of uncertainty in the estimation of the
displacement from the spatial correlation as a function of
the particle-image diameter (in pixels)

The minimum detectable displacement shall be denoted
with ∆Xmin. The maximum measurable displacement
∆Xmax can be directly related to the minimum FI crite-
rion stating that the in-plane displacement should not
exceed one-quarter of the interrogation window size
DI, i. e., ∆Xmax ≤ 1/4DI (5.253). The velocity dynamic
range therefore reads:

∆Xmax −∆Xmin

∆Xmin
= DI

4∆Xmin
−1 . (5.269)

This expression reads as a accuracy–resolution trade
off. The dynamic range can be increased with a larger
window size, at the expense of the spatial resolution.
The dependence of ∆Xmin on other experimental pa-
rameters has been one of the most investigated topics
in PIV [5.393, 396, 442]. It is strongly dependent upon
the particle image diameter (see previous section) and
the type of subpixel interpolation used to determine the
location of the correlation peak.

A typical value of ∆Xmin = 0.1 px can be assumed
under generic measurement conditions. Following
Willert and Gharib [5.442] this can be achieved using
a three-point Gaussian peak-fit model, particle images of
two to three pixel diameter, displacements not exceed-
ing 10 px, and a window size of 32 × 32 px. With the
previous considerations (5.262) yields a dynamic range
in the order of 102 for a window size of 32 × 32 px.

Detectability Enhancement. The detectability defined
above is directly dependent upon the number of paired
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particle images within the correlation windows and in
general increases with the interrogation window size
at the expense of the spatial resolution. In the follow-
ing paragraphs a few methods are presented to enhance
the detectability without the direct need to increase the
size of the interrogation window. However it should
be said that each of the proposed methods relies upon
assumptions and is strictly valid only within specific
hypotheses.

Local Correlation Averaging. Under several experimen-
tal conditions a high source density cannot be achieved
for technical reasons. As a consequence analysis per-
formed at low image number becomes critical, with the
appearance of a large number of spurious correlation
vectors. A first approach to increasing the number of
particle pairs without increasing the window size con-
sists of accumulating the effect of several instantaneous
particle image recordings (basically summing up the im-
ages, i. e., taking NP > 1). This approach is only valid
when the flow is strictly steady. However the method has
the limit that beyond a given point, individual particle
images cannot be distinguished anymore. A better solu-
tion is therefore to average the correlation maps from the
analysis of the single recordings [5.409,451]. In this case
no upper limit is found on the number of recordings that
can contribute to build the correlation signal. In µPIV
this procedure is very frequently adopted to average out
of the particle velocity spatiotemporal fluctuations solely
due to the Brownian motion of the molecules in the
fluid.

Correlation Multiplication. The correlation map pro-
duced at a given location is the result of the correlation
signal from each single pixel. A possible way to enhance
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Fig. 5.115a,b Window shift technique. (a) The correlation is evaluated between two particles patterns shifted, accounting
for the translation due to the flow motion. Shaded shifted window with the estimated displacement. (b) Window shift for
a group of windows

the correlation peak height and reduce the noisy peaks
is to multiply several correlation maps for a correlated
value of the velocity but uncorrelated particle image pat-
tern [5.452]. The most common approach is to multiply
each correlation map by those obtained at the neigh-
boring locations. The method can also be applied for
unsteady flows, however it has not yet been ascertained
whether this approach yields a net benefit in flows with
a significant velocity gradient.

Phase-Only Correlation. A recent approach specific to
the drop in S/N close to optical interfaces (e.g., bright
walls) is to eliminate the amplitude information during
the FFT-based evaluation of the cross-correlation map.
The so-called DC pedestal in the correlation map can
be significantly suppressed and reliable particle correla-
tion information could be retrieved in conditions where
bright objects other than particles where included in the
correlation window [5.453].

Advanced Interrogation Techniques. This discussion
places severe limitations on the measurement perfor-
mance of PIV when solely associated to the spatial
correlation operator. Advanced techniques have been
introduced that allow one to overcome the limitations
posed by the application of the cross-correlation opera-
tor to interrogate the images [5.454]. The first group of
techniques allows the measurement dynamic range to be
increased in relation to the in-plane particle motion. The
second group shows the possibility of enhancing the
correlation peak. Finally the discussion touches upon
possible improvements to the spatial resolution.

Window Shift Method. When the in-plane particle
image displacement is estimated by means of a first
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correlation analysis, a relative shift between the corre-
lation windows can be applied in order to compensate
for the loss of pairs due to the average particle mo-
tion. As a result the number of particle image pairs
FI is increased. The technique can be implemented
as a two-step analysis where the interrogation is re-
peated the second time with the window in the second
exposure shifted by the value of the displacement ob-
tained from the first interrogation [5.439]. Denoting
the result from the first interrogation by ∆X1, the
subsequent interrogation will be performed with a mod-
ified form of the cross-correlation operation, which
reads:

R1(s) =
∫
A

W1(x)I1(x)W2[x+ round(∆x1)+ s]

× I2[x+ round(∆x1)+ s]dx . (5.270)

The argument of the windowing function W will
be omitted in the remainder, assuming a uniform (top-
hat) weighting. The increase of paired particle images
reduces substantially the systematic underestimate of
the particle displacement and marginally the rms un-
certainty. The result of (5.263) is then added to the
previously obtained displacement.

Multigrid Analysis. A logical consequence of the win-
dow shift technique is the multigrid approach: the
interrogation process is repeated several times, with the
interrogation window shifted after each interrogation.
At this point the window size does need to comply
with the 1/4 rule given in (5.253) related to the aver-
age particle in-plane motion. As a result the dynamic
range is amplified; when the window-refinement multi-
grid window-shift technique is applied, (5.262) can be
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Fig. 5.116a,b Block diagram of multigrid interrogation (a) and graphical description of the interrogation grids (b)

rewritten as:
∆Xmax −∆Xmin

∆Xmin
= RDI

4∆Xmin
−1 , (5.271)

where D0
I is the interrogation window size at the first

interrogation and R is the window refinement defined
as the ratio between the initial and final size of the in-
terrogation window. In conclusion, for a fixed window
size, the dynamic range is increased proportionally with
the refinement ratio R, which typically ranges between
2 and 6. For two-dimensional flow problems, the max-
imum displacement can even exceed the window linear
dimension (except for the first interrogation). Other fac-
tors may limit the maximum displacement, out-of-plane
particle motion and high velocity gradient being the
main sources of pair loss.

Subpixel Window Shift. PIV measurements obtained
with digital imaging devices may be affected by errors
arising from the limited resolution of the light inten-
sity pattern and in turn of the spatial correlation map.
As discussed before the estimate of the subpixel par-
ticle image, displacement is affected by an error due to
imperfect interpolation of the peak or to its distorted
shape [5.396]. These effects can be corrected applying
the relative shift between I1 and I2 with subpixel pre-
cision [5.446, 454, 455]. The expression for the spatial
correlation function for the subpixel window shift is
a slightly modified version of (5.263):

R1(s)=
∫
A

W1 Ĩ1

(
x− ∆x

2

)
W2 Ĩ2

(
x− ∆x

2
+ s
)

dx ,

(5.272)

where Ĩ indicates that the image intensity values are
obtained by interpolation at subpixel locations. As addi-
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tional advantage, the method can be implemented with
second-order precision following an accurate centered
interrogation scheme where the two windows are shifted
backward and forward by an equal amount [5.456]. The
advantage with respect to the discrete window offset
technique is that the subpixel shift returns a correlation
map with a fractional displacement that tends to zero,
and is therefore unbiased (Fig. 5.113). The particle dis-
placement measured after the application of the window
shift is regarded as a correction term to be added to the
applied shift. A drawback of the subpixel shift method is
that it requires image samples at intermediate locations
between pixels, obtained with image interpolation tech-
niques at additional computational effort. Moreover the
image interpolation may introduce signal degradation,
especially when the particle images are barely sampled
(dτ/dr < 2).

Iterative Window Deformation. This discussion has
been carried out with the assumption that the motion
of particles within the interrogation window can be as-
sumed to be uniform. This rough hypothesis is never
strictly valid and in most flows of interest the velocity
field may exhibit significant variations within the in-
terrogation windows. A hypothesis with more-general
validity is the flow to be represented with a linear
function within the interrogation window rather than
a constant value, which correspond to a local represen-
tation by truncated Taylor expansion [5.457] as shown
in (5.267). The expression of the spatial correlation
function is therefore further modified into (5.266).

R1(s)

=
∫
A

W1 Ĩ1

(
x− ∆x(x)

2

)
W2 Ĩ2

(
x+ ∆x(x)

2 + s
)

dx ,

(5.273)

where the displacement applied to the intensity pattern
is now a function of space and may therefore be nonuni-
form. Several levels of approximation may be considered
depending on the truncation of the Taylor series be-
low, however the most common choice is to stop at the
first-order term

∆x1(x) = ∆x1(x0)+∇[∆x1(x0)](x− x0)

+ . . .o(x− x0)2 . (5.274)

In (5.274), x0 denotes the position of the center of the
interrogation window. It should be mpetd that the above
expression can return all previous interrogation methods
depending on the number of parameters used for the

displacement approximation. If no parameter is consid-
ered (∆x1 = 0) the interrogation corresponds to the basic
cross-correlation. The zeroth-order truncated expansion
corresponds to the window-shift method and a first-order
truncation corresponds to the window deformation tech-
nique. When the spacing of the displacement vectors
is smaller than the size of the window (i. e., overlap
factor of 50% or higher) the displacement distribution
within the window can be represented with a piecewise
linear function, which corresponds to a higher-order
approximation of the flow pattern within the window.

The technique can be implemented within the multi-
grid approach and its main advantage with respect to
the window-shifting method is an increased robust-
ness and accuracy over highly sheared flows such as
boundary layers, vortices, and turbulence in general
(Fig. 5.117c). A correlation map sample from a turbu-
lent shear flow is shown in Fig. 5.118. The correlation
map (Fig. 5.118a) shows several peaks of height com-
parable to the peak of the most probable displacement.
In this situation the detection of a false peak is very
likely to occur with increased measurement uncertainty
along the shear layer. These spurious peaks are approx-
imately distributed in the direction normal to the local
velocity gradient, causing a broadening of the correla-
tion signal. The correlation map obtained by the window
deformation shows a more-pronounced single peak only
marginally affected by broadening.

Higher-Order Correlation Methods. The interrogation
process attempts a global matching of the particle im-
ages patterns between the two exposures, which may be
regarded as an optimization process:

max
∆X

∫
A

I1[x]I2[x+∆x]dA , (5.275)

where ∆X is the vector parameter to be determined
that maximizes the correlation function. Spatial cross-
correlation analysis (even including the schemes with
window deformation) only yields one vector from each
interrogation window, corresponding to a weighted av-
erage of the particle displacement inside the window.
When the optimization is extended from the displace-
ment to its spatial derivatives the optimization space
becomes multidimensional, where a maximum includes
the particle displacement as well its gradient or higher-
order derivatives:

max
∆X,grad(∆X),...

∫
A

I1[x]I2[x+∆x]dA . (5.276)
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Fig. 5.117a–c Window deformation principle. (a,b) Tracer pattern in the first (a) and second (b) exposure (solid circles in
(b) are the tracers correlated with the first exposure). (c) Schematic view of the multigrid window deformation method

The number of parameters involved in the opti-
mization is given by the order of approximation of
the Taylor expansion used to represent the displace-
ment within the interrogation window. Higher-order
correlation information can in principle return at each
measurement cell the values of the velocity and its
derivative(s) with the advantage of an increased spatial
resolution. However the properties of estimators higher
than first order are not yet sufficiently understood. As
an example of application of higher-order correlation,
the evaluation of the spatial correlation associated to
the second derivatives of the displacement field can
be used to reduce the filtering effect associated to the
conventional spatial cross-correlation analysis [5.458]
significantly.

Iterative Interrogation. Most common PIV image-
analysis software nowadays performs multistep analysis
of PIV recordings, which can be seen as composed out
of two procedures:

�� ��

Fig. 5.118a,b Discrete spatial correlation in a turbulent shear flow. Interrogation with single-step correlation (a) and with
the multistep window deformation technique (b)

1. Multigrid analysis, where the interrogation window
size is progressively decreased. This process allows
the elimination of the 1/4-rule constraint and is usu-
ally terminated when the required window size (the
smallest) is applied.

2. Iterative analysis at a fixed sampling rate (grid
spacing) and spatial resolution (window size). This
process further improves the accuracy of the image
deformation and enhances the spatial resolution.

The iterative analysis can be described by
a predictor–corrector loop as represented schematically
in Fig. 5.121. The iterative equation in its simplest form
reads

∆xk+1 = ∆xk +∆xcorr , (5.277)

where ∆xk indicates the result of the evaluation at the
k-th iteration used as the predictor for the k +1-th it-
eration. The correction term ∆xcorr can be intended as
a residual and is the displacement vector obtained by
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Fig. 5.119a,b Schematic representation of the second-order correlation scheme (a). Comparison between the second-order
correlation method spatial response and the basic correlation (b)

cross-correlation analysis of the deformed images Ik
1 , Ik

2
obtained from the original images I1, I2 according to the
relations

Ik
1 = Ĩ1

[
x− ∆xk(x)

2

]
, Ik

2 = Ĩ2

[
x+ ∆xk(x)

2

]
.

(5.278)

The procedure can be reiterated several times, how-
ever two to three iterations are already sufficient to
achieve a well-converged result, which allows defor-
mation of the images and compensation for most of the
in-plane particle image motion.

Stability and Spatial Resolution of Iterative Interro-
gation. The overall approach described above appears
very logical and its simplicity makes it straightforward
to implement, which probably justifies why it has been
so broadly adopted in the PIV community (PIVchal-
lenge II and III, Stanislas et al. [5.397]). However when
such iterative interrogation is performed without spa-
tial filtering of the velocity field, the process tends to
oscillate and eventually diverge unless the image pro-
cessing is interrupted at an early stage. The instability
arises from the sign reversal in the sinc shape of the re-
sponse function associated to the top-hat function of the
interrogation window. If two almost identical images are
considered (except for artificial pixel noise) the displace-
ment field measurement after some iterations oscillates
spatially with a wavelength Λunst = 2/3DI.

The above result is consistent with the fact that the re-
sponse function rs of a top-hat interrogation window (the
common option) corresponds to the sin(x/DI)/(x/DI)

function. Therefore the range with negative values of
the sinc function is responsible for the amplification of
the specific wavelength. The iterative process requires
therefore a stabilization by means of a low-pass filter ap-
plied to the updated result (Fig. 5.121). In line with the
above definitions, the update term reads

∆xk+1 = rs(∆x0 −∆xk) . (5.279)

The iterative process stability can be achieved with
the application of a spatial low-pass filter to the velocity
predictor, as shown in the block diagram of Fig. 5.121.
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Fig. 5.120 Displacement field from iterative analysis of
images with a zero-displacement field
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Fig. 5.121 Block diagram of the itera-
tive image deformation interrogation
method with filtered predictor

The property of the filter is to damp the growth of fluc-
tuations at wavelengths smaller than the window size.
A moving-average filter with a kernel size corresponding
to that of the interrogation window is proven to be more
than sufficient to stabilize the process [5.459]. The iter-
ative equation relative to the block diagram in Fig. 5.121
can be rewritten as

∆xk+1 = f (∆xk)+∆xcorr . (5.280)

Introducing the spatial response of the chosen low-
pass filter rf (in the present case we assume for simplicity
that rf = rs), the filtered version of the iterative equation
reads

∆xk+1 = ∆xk +r2
s (∆x0 −∆xk) , (5.281)

where the sign reversal is eliminated by taking the square
of the response function. Other means of stabilization
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Fig. 5.122 Sine wave test: normalized amplitude response
as a function of the normalized window size. Sinc func-
tion (solid line); single-step correlation (squares); iterative
window deformation (circles); filtered iterative window
deformation (filled circles)

are nonlinear filtering such as least-squares spatial re-
gressions [5.460] or directly weighting the interrogation
window (e.g., pyramidal, Gaussian, or LFC technique as
suggested by Nogueira et al. [5.461]). A numerical sim-
ulation of the sine-wave test shows that the single-step
cross-correlation yields a spatial response that compares
well with that of a moving-average filter. The iterative
correlation conversely returns a spatial response with
almost no modulation error up to wavelengths twice
the size of the interrogation window. However without
a spatial filter, the result tends to overshoot the actual am-
plitude and small-wavelength fluctuations are amplified.
When a spatial regression filter is applied, such behavior
is avoided, whereas the spatial resolution is still signifi-
cantly better than that of the single-step cross-correlation
in terms of modulation error.

Postprocessing
The interrogation analysis of PIV images yields an ar-
ray of displacement vectors that represent the two or
three component velocity field in the measurement vol-
ume (this is either a plane or a volume). The next step is
data validation, i. e., the identification of erroneous dis-
placement vectors. In general the signal dropout due to
invalid data will be low, and the missing data is replaced
in order to retain the regular array structure. The final
step is then data evaluation, which can include the com-
putation of derived quantities (e.g., vorticity and strain
rate) and turbulence statistics (e.g., Reynolds stress), or
the detection of specific flow structures.

Data Validation. If one would optimize a PIV measure-
ment in accordance to the recipe presented in (5.253) one
could end up with a result as shown in Fig. 5.123; the
displacement field contains a number of displacement
vectors that do not appear to fit with the surrounding
displacement field. Such vectors occur when a ran-
dom correlation peak exceeds the amplitude of the
displacement-correlation peak, and therefore such vec-
tors are commonly referred to as spurious vectors. These
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vectors are often the result of insufficient particle im-
ages, large in-plane or out-of-plane displacements, or
high spatial gradients of the velocity; other causes can
be a strong background image (e.g., due to a surface re-
flection) or light-sheet inhomogeneity (e.g., a shadow
cast by a larger object).

The aim of optimizing PIV is to maximize the
probability of detecting the displacement-correlation
peak. One could aim to increase the image density
to achieve a near-100% valid detection rate, but this
can lead to other undesirable effects, such as fluid
opacity (due to multiple particle scattering) and mul-
tiphase effects (i. e., increase of the apparent fluid
viscosity and particle–particle interactions). Therefore,
a more-practical approach is to accept a small fraction
(typically about 5%) of spurious vectors, and to rely on
a post-interrogation detection, removal, and replacement
procedure.

There are several approaches to identify spurious
vectors. An intuitive approach is visual inspection of
a plotted vector map. Such an approach is acceptable for
the evaluation of a handful of PIV results (as was the
case when PIV was first developed), but is impractical
nowadays when PIV measurements tend to generate 103

vectors maps or more.
For the automated validation there are generally two

approaches, which are based on
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Fig. 5.123 Example of a PIV result containing spurious vectors
(after Westerweel and Scarano [5.462])

1. correlation signal quality
2. local coherence of the vector map, i. e., a compari-

son of each vector with measured displacements in
adjacent interrogation regions

Both will be discussed below, but in general detec-
tion methods based on correlation signal quality are not
very robust and the evaluation based on local coherence
appears to be much more efficient.

Correlation Signal Quality. The quality of a PIV in-
terrogation can be expressed by the amplitude of the
displacement-correlation peak, which is proportional to
NI FI FO F∆. However, the amplitude also depends on the
local image properties, such as mean intensity and in-
tensity variance, which are determined by the local light
level and particle image characteristics. When the corre-
lation is normalized by the (local) variance of the image
intensity, the correlation amplitude varies between 0 and
1, where 1 means perfect correlation of the particle-
image pattern. However, the amplitude also depends on
the local value of Fτ, which complicates the interpre-
tation of the correlation signal amplitude; for example,
when one of the interrogation images contains an un-
matched bright particle image, it simply correlates with
the brightest particle image in the other interrogation im-
age, leading to a spurious displacement with near-unity
correlation coefficient.

�#

�%

Fig. 5.124 The displacements corresponding to the vector
map in Fig. 5.123. The ellipse indicates the region that
contains the range of expected displacements
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The signal quality is also characterized by the am-
plitude of the displacement-correlation peak relative to
the highest random correlation peak; this ratio is gen-
erally referred to as the peak detectability D0, and this
measure can be regarded as a lower limit for the cor-
relation signal-to-noise ratio. However, the detectability
appears to be a reliable measure only when the image
density NI is high, while D0 can strongly fluctuate for
low NI, leading to erroneous acceptance of spurious
vectors.

Vector Field Coherence. The measured displacement
field is expected to have a certain smoothness or coher-
ence, in which spurious vectors stand out with respect to
the overall or local displacement field. A first approach is
to generate a scatter plot of the observed displacements;
see the example in Fig. 5.124. The valid displacements
appear to fall in a closed region indicated by the el-
lipse. Evidently, this region would be different for each
flow. One can identify displacements that occur outside
this region as spurious data. This type of identification
represents a global approach in which fluctuations that
are unacceptably large with respect to the mean and
variance of the total flow field are discarded. However,
this global approach cannot identify spurious displace-
ments within the global fluctuation level that show up
because of a strong deviation with respect to the local
displacement field.

A local approach would be to compare each vector
with the local mean displacement of the four or eight
adjacent displacement vectors. A complication is that the
local mean is a linear estimate that is strongly influenced
by the possible presence of a spurious vector in the
neighborhood of adjacent displacement vectors. This is
easily avoided by using the median of the displacement
components, which has statistical properties similar to
the local mean but is quite impervious to the presence of
spurious data and therefore much more robust. Hence,
the residual r of a displacement vector U0 is defined
as

r = |U0 −Um|
σ

, (5.282)

where Um is the median vector of the eight vectors
{U1, . . .,U8} in the 3 × 3 neighborhood of U0 and σ

a normalization factor; a robust estimate for σ is the
median rm of ri = |Ui −Um| (with i = 1. . .8). A small
offset ε is added to rm, i. e. σ = rm +ε, where ε≈ 0.1 px,
to improve the performance of the evaluation for very
low fluctuation levels. Now, a vector is labeled as spu-
rious when r is larger than a given threshold value rc.

This approach is commonly referred to as the median
test [5.462, 463].

The optimal value for rc depends on the experimen-
tal details, the flow conditions and the quantities to be
extracted from the data. The proper choice of rc is im-
portant: if it is chosen too small then valid data can be
labeled as spurious, and if it is chosen too large then
spurious data remain undetected; these erroneous detec-
tions are generally referred to as errors of the first and
second kind, respectively. It depends on the objectives
of the measurement whether or not it is acceptable to
have a small fraction of spurious data to remain or of
valid data being rejected; this should be investigated for
each measurement. In general, low-order turbulence ve-
locity statistics are quite insensitive, while derivative
data (such as the vorticity) are strongly affected, by
undetected spurious data.

The normalization described by Westerweel and
Scarano [5.462] makes rc relatively independent of the
flow conditions, and a typical value for rc is 2, with larger
and smaller values yielding a less- and more-stringent
detection, respectively.

Data Replacement. The most common strategy is to
accept that there is a small fraction of spurious vectors
in a PIV result, to rely on a robust validation method
for the detection of spurious data, and to replace the
missing vector data. This strategy can only work when
the fraction of spurious vectors is low. In general, PIV
data are considered of good quality when the fraction
of spurious vectors is less than about 0.95. Behind this
rule of thumb there is a simple statistical argument that
is explained below.

For flows with fairly homogeneous statistics for the
velocity fluctuations and homogeneous seeding, the oc-
currence of spurious vectors is randomly distributed over
the measurement domain. The median test is quite in-
sensitive to the presence of any spurious vectors when
less than one-half of the adjacent interrogations return
a spurious result. Consider the four directly adjacent
interrogation positions in a 3 × 3 neighborhood. Given
a probability γ that each of these interrogations yields
a spurious result, the probability of finding k spurious
vectors in n interrogations is given by a binomial distri-
bution B(k, n; γ ). The probability that the four adjacent
interrogations contain no more than two spurious vectors
is then given by

Prob(successful median test) =
2∑

k=0

B(k, n = 4; γ ) .

(5.283)
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Suppose it is required that the median test should
not fail in the measurement domain. For a typical image
of 1024×1024 px interrogated with 32×32 px interroga-
tions regions with 50% overlap, this means that it should
fail less than 1 in 4096 interrogations. Solving the above
equation shows that γ should be less than 0.04, which
is close to the rule of thumb value (γ = 0.05).

Estimation of Derivative Data. The vorticity and defor-
mation are flow properties that can be directly obtained
by numerical differentiation of the PIV velocity field.
To obtain reliable estimates of these derivative proper-
ties it is important that the PIV measurement data is
accurate, does not contain spurious data, and that the
spatial resolution is adequate to perform a differentia-
tion of the data. In the previous section it was shown that
reliable and accurate velocity data can be obtained pro-
vided the flow is appropriately seeded with small tracer
particles, and the images are recorded in correspon-
dence to the optimization rules in (5.253). The spatial
resolution of the PIV measurement is characterized by
the dimension size of the interrogation window. Under
ideal circumstances it is possible to use 16 × 16 px (or
even 8 × 8 px) interrogation regions, which provide suf-
ficient spatial resolution to determine the instantaneous
velocity derivatives (mostly associated with small-scale
turbulence). Usually an overlap of 50–75% is used be-
tween adjacent interrogation positions, which provides
sufficient data density to estimate the deformation and
vorticity.

Methods for the estimation of derivative data have
been described by Lourenco and Krothapalli [5.464],
Abrahamson and Lonnes [5.465], Fouras and So-
ria [5.466], Raffel et al. [5.467], and Foucaut and
Stanislas [5.468]. Here we describe the basic approach
for the estimation of the out-of-plane component of the
vorticity that is commonly referred to as the circulation
method.

The deformation tensor ∂u/∂x can be split into sym-
metric and antisymmetric parts. The symmetric part is
referred to as the stress tensor, while the antisymmetric
part (which has only three nonzero components) can be
written as a vector, i. e., the vorticity ω [5.469]. The vor-
ticity vector is then defined as the curl of the velocity
field:

ω = ∇ × u , with ωz = ∂v

∂x
− ∂u

∂y
, (5.284)

where u and v are the two in-plane components. For PIV
data that are obtained at discrete locations the vorticity
ωz can be estimated from central first-order differences

of the measured velocity data

ωz(i, j) ∼= v(i +1, j)−v(i −1, j)

2∆x

− u(i, j +1)−u(i, j −1)

2∆y
, (5.285)

where (i, j) are the indices of the interrogation grid in
the x- and y-directions, respectively, and ∆x and ∆y are
the distances between mesh points. Given that a 50%
overlap is used between subsequent interrogations, the
estimation of the vorticity involves data over a region
with an area of 3DI × DI. This implies that the vorticity
is computed with a resolution length scale that is larger
than the resolution length scale of the velocity data. This
can be compensated partially by using interrogation data
with a larger overlap, but this also increases the correla-
tion of the noise in the velocity data, which deteriorates
the accuracy of the vorticity estimate.

The differentiation scheme in (5.285) tends to am-
plify the noise in the measured velocity data. Landreth
and Adrian [5.470] propose the use of a mild low-
pass filter with a Gaussian kernel to attenuate the noise
while retaining the velocity signal unaffected. A more-
common approach is to estimate the vorticity by means
of the circulation, i. e.,

ωz = lim
A→0

1

A

∮
C

u · d� , (5.286)

where C is the contour that encloses an area A
(Fig. 5.125). The discrete representation of (5.286)
is [5.471]:

ωz(i, j)

∼= 1

4∆x∆y

×

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

∆y ·v(i +1, j)

+ 1
2∆y[v(i +1, j −1)+v(i +1, j +1)]

−∆x ·u(i, j +1)

− 1
2∆x[u(i −1, j +1)+u(i +1, j +1)]

−∆y ·v(i −1, j)

− 1
2∆y[v(i −1, j −1)+v(i −1, j +1)]

+∆x ·u(i, j −1)

+ 1
2∆x[u(i −1, j −1)+u(i +1, j −1)]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

(5.287)
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Note that this is identical to first applying a filter to
the velocity data:

ũ(i, j) = 1

2

{
u(i, j)+ 1

2
[u(i −1, j)+u(i +1, j)]

}
,

ṽ(i, j) = 1

2

{
v(i, j)+ 1

2
[v(i, j −1)+v(i, j +1)]

}
,

(5.288)

which are then substituted in (5.285). For a 50% over-
lap the vorticity estimate involves a region with an area
of 4DI × DI, which is only slightly larger than the cen-
tral difference scheme using unfiltered velocity data.
However, the noise in the vorticity result is substan-
tially reduced. It can be easily verified using (5.285) and
(5.288) that, for statistically independent velocity data,
the rms error in ωz is reduced by a factor of

√
3/8 ≈ 0.6.

For a 1% noise level in the velocity data (i. e., a 0.1 px
error and a 10 px displacement) the vorticity can be esti-
mated with an error of about 5–10% of the rms variation
of the vorticity.

Appendix:
Computation of the Spatial Correlation
Using the Discrete Fourier Transform

Consider an M × N px image I[m, n]. This image may be
considered as an infinitely large image with I[m, n] = 0
outside: 1 ≤ m ≤ M, 1 ≤ n ≤ N , i. e., zero padding. Let
Ĩ[m, n] be a periodic image with periods U and V in
m and n, respectively, such that Ĩ[m, n] = I[m, n], for
1 ≤ m ≤ U , 1 ≤ n ≤ V with U ≥ M, V ≥ N . The two-
dimensional discrete Fourier transform (DFT) F̃[u, v]
of Ĩ[m, n] is given by

F̃[u, v]
= 1

UV

∑
m={U}

∑
n={V }

Ĩ [m, n] exp
[
−2πi

(mu

U
+ nv

V

)]
.

(5.289)

Here the notation of Oppenheim et al. [5.426] is
adopted, in which m = {U} denotes the summation of m
over one period U , and similarly for n = {V }. The DFT is
periodic in u and vwith periods of U and V , respectively.
The inverse two-dimensional DFT is defined as

Ĩ[u, v]=
∑

u={U}

∑
v={V }

F̃[u, v] exp
[
2πi

(mu

U
+ nv

V

)]
.

(5.290)

Let Ĩ1[m, n] and Ĩ2[m, n] be the periodic images associ-
ated with the interrogation images I1[m, n] and I2[m, n],
respectively, constructed according to the definitions
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Fig. 5.125 The computation of the vorticityωz by means of
the contour integral in (5.287) is equivalent to the central
differentiation scheme in (5.285) using the filtered velocity
data defined in (5.288)

above. For each of these two signals the discrete Fourier
transform is given by (5.289), denoted by F̃1[u, v] and
F̃2[u, v] respectively. The cross power spectral den-
sity S̃[u, v] is given by the convolution of F̃1[u, v]
and F̃∗

2 [u, v], where the asterisk denotes the complex
conjugate. Substitution of (5.289) yields

S̃[u, v]
= 1

(UV )2

∑
k={U}

∑
l={V }

∑
m={U}

∑
n={V }

Ĩ1[k, l] Ĩ2[m, n]

× exp

[
−2πi

(
m − k

U
u + n − l

V
v

)]
, (5.291)

which, after substitution of r = m −k and s = n − l, can
be written

S̃[u, v]
= MN

(UV )2

∑
r={U}

∑
s={V }

exp
[
−2πi

(ru

U
+ sv

V

)]

×

⎧⎨
⎩

1

MN

∑
k={U}

∑
l={V }

Ĩ1[k, l] Ĩ2[k +r, l + s]
⎫⎬
⎭ .

(5.292)

The term between braces is recognized as the spatial
correlation φ̃[r, s] of the two periodic images Ĩ1[m, n]
and Ĩ2[m, n]. The summations over k and l are taken
over an area for which Ĩ1[k, l] = I1[k, l], so that

S̃[u, v]
= MN

(UV )2

∑
r={U}

∑
s={V }

φ̃[r, s] exp
[
−2πi

(ru

U
+ sv

V

)]
,

(5.293)
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with

φ̃[r, s] =
+∞∑

α=−∞

+∞∑
β=−∞

φ[r +αU, s +βV ] , (5.294)

where φ is defined in (5.256). The most important
difference with the direct computation of the spatial cor-
relation is that the DFT applies to periodic fields only.
For images that are defined over an M × N px domain, the
spatial correlation is defined over a 2M ×2N px domain.
This implies that the exact spatial correlation φ[r, s] can
be retrieved when the interrogation images are padded
by zeroes over a domain that is at least twice the size of
the original signal in each direction. This is illustrated
in Fig. 5.126. Hence, proper zero padding eliminates the
effect that the DFT deals with periodic signals, which
is usually referred to as DFT with (quasi-)nonperiodic
boundaries.
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Fig. 5.126 Computation of the spatial (auto-)correlation by means of
the discrete Fourier transform (DFT). Top to bottom: the signal, the
finite domain signal (viz., interrogation image), the pulse train with
a period of U , the harmonic signal Ĩ , and the spatial aut-correlation.
The DFT implies a circular repetition of the original signal, so that
the exact spatial correlation is only obtained when the period of the
DFT domain is at least twice the signal length

In conclusion, the exact spatial correlation is ob-
tained when zero padding is applied in accordance with
the size of the correlation domain. So, Fourier correla-
tion is not different from direct correlation. However,
small errors are introduced when the DFT computa-
tion is done without zero padding, which can result in
a significant increase of the measurement error for the
subpixel displacement. Zero padding is used implicitly
in the direct computation of the correlation, but it is un-
necessary slow in comparison to the zero-padded DFT
computation which can be evaluated with the fast and
efficient FFT algorithm.

5.3.4 Doppler Global Velocimetry

Doppler global velocimetry (DGV), also known as pla-
nar Doppler velocimetry, is a member of a class of
laser-based velocimetry techniques that use the absorp-
tion characteristics of molecular filters to determine the
Doppler shift of scattered laser light. Tuning a single-
frequency laser to a point midway along the side of
an absorption line results in the absorption of approx-
imately half of the light energy by the media. If the
optical frequency is changed, e.g., by tuning the laser,
Doppler shift in the light, etc., the amount of energy ab-
sorbed by the media changes. Thus the absorption line
acts as an optical frequency-to-intensity converter, and
is linear over a significant frequency range for a major-
ity of absorption lines. Developing an optical system to
monitor the instantaneous effects of this transfer func-
tion on collected scattered laser light yields a method to
determine the velocity of targets passing through a spe-
cific point or points within the illuminating laser beam.
This may be a single point along the beam, or an array
of points within a laser light sheet as viewed by a video
camera.

The direct determination of optical frequency elim-
inates the need to mix multiple laser light sources
(e.g., reference-beam laser velocimetry, fringe-type laser
velocimetry, interferometry-based laser velocimetry)
or time-track individual particles (e.g., laser transit
anemometry, and particle image velocimetry (PIV)).
Thus any source of Doppler-shifted scattered light from
a single-frequency laser may be measured to yield the ve-
locity of the scattering object. This characteristic yields
the ability to obtain average, time-dependent, or instan-
taneous velocity measurements from single or multiple
submicron particles and even gas molecules. The limi-
tation is the acquisition of sufficient scattered photons
to activate the detector with adequate photon statistics
to yield good signal-to-noise ratios. The technology also
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allows the measurement-point dimensions to be defined
by the viewing optical system, and eliminates the neces-
sity to resolve single micron-sized particles. Finally, the
ability to measure the velocity of very small particles
and even molecules virtually eliminates measurement
errors resulting from particle dynamics.

Note that molecular filter technology does have lim-
itations, however. High-energy lasers and/or heavily
seeded flows, scientific-grade cameras and integration
techniques may be required to produce the signal lev-
els needed to obtain accurate flow measurements. The
overall measurement accuracy is dependent on the qual-
ity of the frequency content within the laser beam, the
precision of the molecular filter calibration, the ampli-
tude resolution and signal-to-noise ratio of the detector,
the analog-to-digital converter, and the precision and
geometry of the component placement.

Basic Principles
The shift in optical frequency of light scattered from
a moving object is not only dependent on the velocity of
the object, but also on the geometric configuration of the
light source and the detector. If, as shown in Fig. 5.127,
a laser beam is transmitted from the left to right along
the vector direction î, and an object passes through the
beam, light will be scattered in all directions. If a de-
tector is placed along a vector direction ô to intercept
a portion of the scattered light, that light will have an
optical frequency shift described by

∆ν = νoV · (ô− î)
c

, (5.295)

where ∆ν is the Doppler shift frequency, νo is the laser
optical frequency, V is the velocity of the object, and
c is the speed of light. The vectorial dot product in
(5.295) indicates that this configuration will be sensitive
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Fig. 5.127 Measurement of the velocity direction based on
the orientation of the laser propagation direction and the
detector location.

to velocity along a single direction in space: the direction
of (ô− î) lying within the plane of ô and î. Thus multiple
velocity components can be measured by changing the
propagation direction of the laser beam (î), or by placing
multiple detectors about the measurement point, e.g., ôA,
ôB, ôC.

The laser must have the ability to generate a single-
frequency output that is tunable to allow alignment with
the chosen absorption line. The laser should also be fre-
quency stabilized to keep the optical frequency within
the dynamic range of the line. The following two ex-
amples illustrate these characteristics for the application
of an iodine vapor cell. The 514.5 nm output from an
argon-ion laser lies close to several candidate absorp-
tion lines. The laser must include an etalon to select
a single longitudinal mode that yields bandwidths that
are narrow enough (≈ 10 MHz) to provide a usable fre-
quency resolution along the absorption line. Heating
and/or tilting the etalon also provides a frequency tun-
ing capability. Another commonly used laser, a pulsed,
frequency-doubled Nd:YAG, provides the capability of
making measurements nearly instantaneously. However,
an injection seeder is needed to provide single-frequency
operation.

The determination of the Doppler shift is obtained
using a molecular absorption filter acting as an optical
frequency discriminator to measure the frequency of the
collected scattered light. Once found, the original laser
frequency, typically determined using the same or a sec-
ond molecular absorption filter [laser frequency monitor
(LFM)], is subtracted from the measured frequency to
yield the Doppler shift. The velocity is then obtained us-
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Fig. 5.128 Absorption spectra of iodine near the 514.5 nm
line of an argon-ion laser (after Forkey et al. [5.472])
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Fig. 5.129 Iodine vapor cell (IVC) transfer function

ing (5.295). The most commonly used molecular filter
is an iodine vapor cell. Iodine possesses a large num-
ber of absorption lines in the green portion of the visible
spectrum, which matches well with several laser sys-
tems, e.g., argon ion, doubled Nd:YAG, and doubled
Yb:YAG. Forkey et al. [5.472], who developed a model
outlining the absorption characteristics of iodine vapor
with respect to optical frequency, aided the task of se-
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Fig. 5.130 Pictorial view of a one-component Doppler global velocimeter optical configuration

lecting an appropriate line. An example portion of the
spectrum is shown in Fig. 5.128. A line that had a deep
well with a linear slope was selected. The vapor pressure
was then set to obtain the desired frequency-to-intensity
characteristics.

A velocimeter can be created for flow measure-
ment applications using these principles by projecting
a single-frequency laser beam through a flow field
and viewing a point(s) along the beam with a de-
tector (Fig. 5.127). An iodine vapor cell is placed in
front of the detector and the laser frequency is adjusted
to a point along the edge of a linear absorption line
(Fig. 5.129). When the flow is started, the collected scat-
tered light is shifted in frequency based on the Doppler
effect and the transmissivity through the iodine va-
por changes (Fig. 5.129). Measurement of this change
yields the information needed to determine the veloc-
ity of the scattering media. However, it also includes
effects of variation in scattering intensity related to par-
ticle number density and size distribution along with
inherent spatial variations in the laser beam intensity.
Using a second detector to sample the collected light
prior to the iodine vapor cell can eliminate these ef-
fects. This serves as the normalizing reference signal
needed to determine the effects of the vapor transfer
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function on the collected scattered light, as illustrated
for a single-component configuration in Fig. 5.130.

Molecular filter technology has been used in a va-
riety of configurations to provide flow measurements
in diverse applications. Although the primary appli-
cation has been wind-tunnel testing, significant efforts
have been directed toward internal flow applications in
engines, and even in medical drug-delivery systems.
The technology has been used to provide the third
component measurement in laser transit anemometry
and particle image velocimetry systems to eliminate
the need for multiple viewing ports in internal flow
applications.

Configurations and Applications
The original concept was proposed and demonstrated
in the laboratory by Komine [5.473] and Komine
et al. [5.474] at the Northrop Research and Technol-
ogy Center. The technology was transferred to the
NASA Langley Research Center in 1991, where Mey-
ers and Komine [5.475] conducted the first wind-tunnel
demonstration. The technology was advanced toward
a practical wind-tunnel measurement system by cap-
turing the video frames digitally and redirecting the
laser light sheet to three orthogonal positions within
the same measurement plane to obtain sequential three-
component measurements [5.476, 477]. Development
continued at Langley toward the goal of increasing
measurement accuracy along with determining the lim-
its of the technology through wind-tunnel testing; see
Meyers [5.478] and Meyers et al. [5.479].

The ability to obtain three-component velocity
measurements without the need to resolve individual
seed particles opened the potential to use DGV in
large wind tunnels to view the flow field over large
measurement planes. The first application of multi-
ple cameras to obtain simultaneous three-component
measurements was a long-focal-length application in
the NASA Ames Research Center 40 × 80 foot na-
tional full-scale aerodynamic complex (NFAC); see
Meyers [5.478] and Reinath [5.480] (Fig. 5.131). The
resolved streamwise velocity component of the 463 ◦C
flow exiting a high speed civil transport (HSCT) en-
gine simulator is shown in Fig. 5.132 along with the
velocity profile extracted from a row of pixels along
the horizontal diameter. The spatial resolution was
1.25 mm at focal distances of 15.8, 15.2, and 16.8 m,
respectively, for the three-camera systems. This ef-
fort continued at NASA Ames leading to rotorcraft
measurements in the 80 × 120 foot leg of the NFAC
using a pulsed Nd:YAG-based system; see McKen-
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Fig. 5.131 Configuration of the three-component DGV optical sys-
tem in the NASA Ames 40× 80 foot NFAC to measure the flow from
a high-speed jet

zie [5.481] and McKenzie and Reinath [5.482]. The
long-range capabilities of DGV led to the use of
several configurations in the US Air Force Wright
Laboratory subsonic aerodynamic research laboratory.
Primarily these efforts concentrated on the investiga-
tion of leading-edge vortex interaction with vertical
stabilizers on high-performance aircraft; see Beutner
et al. [5.483], Elliott and Beutner [5.484], and Elliott
et al. [5.485].

A research program at ThermoTrex Corpora-
tion used various elements (cesium, potassium, and
rubidium) to obtain optical frequency-to-intensity con-
versions that led to the development of a unique
long-focal-length approach, Kremer et al. [5.486] and
Bloom et al. [5.487]. One of the systems used potassium
in a Faraday-cell configuration where polarization rota-
tion was used to establish the transfer function instead
of using optical energy absorption. This accomplished
a factor of two increase in dynamic range, but required
the use of an Alexandrite laser operating at 770 nm. This
pulsed system was successful in measuring the line-
of-sight velocity profile of the flow about a helicopter
rotor at ranges exceeding 400 m with a measurement
uncertainty of 0.6 m/s.

The ability to measure the flow velocity without
resolving individual seeding particles made this technol-
ogy attractive for the measurement of very high-speed
flows. Research at Princeton University led to the devel-
opment of filtered Rayleigh-scattering techniques that
were able to measure supersonic/hypersonic flows us-
ing molecular scattering, Miles et al. [5.488], and Forkey
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et al. [5.472, 489]. They used a dense iodine vapor cell
that yielded a nearly step-function response to view
Doppler frequency contours as the optical frequency
of the pulsed Nd:YAG laser was tuned. Conventional
DGV approaches were used at NASA Langley by
Meyers [5.478] – argon, and Smith et al. [5.490] and
Smith [5.491] – Nd:YAG, Ohio State University by El-
liott et al. [5.492] and Clancy et al. [5.493] – Nd:YAG,
and Oxford University by Quinlan et al. [5.494] to
investigate flows about models and in high-speed jets.

The engine measurement techniques research group
of the Institute of Propulsion Technology at the DLR
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Fig. 5.132 Resolved streamwise component of velocity
from the high-speed jet flow operating at 463 ◦C at
a freestream Mach number of 0.15

Research Center Köln-Porz has developed DGV sys-
tems to measure various internal flows. Applications
have included jet inlet, turbine, combustor, internal com-
bustion engine, and engine exhaust flow fields along
with measurements of sprays and flames by Röhle and
Schodl [5.495], Röhle [5.496], Röhle et al. [5.497],
Willert et al. [5.498], and Fischer et al. [5.499]. Ex-
ample results from flow measurements inside a cold
combustion chamber are shown in Fig. 5.133.

A unique modification to a standard DGV configura-
tion was developed at Cranfield University in England.
Nobes et al. [5.500] adapted fiber-optic imaging bundles
to provide three-component flow measurements along
with laser frequency measurements using a single iodine
vapor cell and only a pair of cameras. This approach
greatly reduced system cost and complexity. It also
lowered measurement uncertainty since a single iodine
vapor cell could be used for all three components and the
LFM function. The only disadvantage appeared to be im-
age blurring caused by the edges of the individual fibers
that limited the effective measurement spatial resolution.
This approach was used by Willert et al. [5.501] of DLR
Köln to obtain the first three-component measurements
in a large cryogenic wind tunnel.

The ability to accept scattered light from multiple
particles was exploited by Kuhlman et al. [5.502, 503]
and Kuhlman and Collins [5.504] at West Virginia
University, and Crafton et al. [5.505] at Purdue Uni-
versity through the development of point measurement
configurations. The goal was to determine if the technol-
ogy would provide continuous temporal measurements
that could be interrogated for turbulence intensity and
power spectral measurements. The results indicated
a strong potential for measurements with better ac-
curacy than can be obtained with fringe-type laser
velocimetry.

The final category addressed is hybrid configurations
that combine DGV technology with other techniques to
produce systems with unique characteristics. An inno-
vative hybrid was developed by Förster et al. [5.506]
at DLR Köln that used DGV technology to obtain the
third component in a modified laser transit anemometer
system. The resulting system provided three-component
point measurements within turbomachinery using a sin-
gle optical access port. Taking the approach a step
further, Wernet [5.507] from the NASA Glenn Research
Center combined DGV technology with particle image
velocimetry to produce a system capable of measur-
ing three-component flow fields with a single viewing
port. This work was directed toward turbomachinery and
engine applications.
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System Design, Calibration,
and Potential Error Sources

Although the fundamental physics for molecular-filter-
based laser velocimetry has been presented along with
example systems/applications to illustrate the breadth of
this technology, the insight needed to develop a usable
system would be difficult to obtain from this infor-
mation. The purpose of this section is to highlight
physics/equipment anomalies and how system design,
calibration procedures, and software processing tech-
niques can minimize the effects of the anomalies. The
predicted quality of the measurements can be deter-
mined through an error analysis of a system based on
an iodine vapor cell with argon-ion/frequency-doubled
Nd:YAG laser sources. Although specific to DGV, many
of the characteristics that will be analyzed here are com-
mon to point-based systems and systems using other
molecular-filter/laser combinations.

Laser. The search for sources of measurement un-
certainty begins with the laser and the quality of
its output. The laser characteristics described in the
Basic Principles section pertain to single-frequency
outputs that can be tuned to the midpoint along the
edge of an iodine absorption line. The most common
lasers that satisfy these requirements are continuous-
wave (CW) argon-ion lasers operating at 514.5 nm, and
pulsed, injection-seeded, frequency-doubled Nd:YAG
lasers operating at 532 nm. It is noted that currently
available continuous-wave frequency-doubled Nd:YAG
lasers cannot be easily tuned and have frequency drifts
of several MHz/min, and thus are not suitable. Fur-
thermore, all lasers must be environmentally protected
as any changes in ambient temperature or pressure, or
vibrations in mounting structure(s) will cause them to
become unstable, producing multimode operation or
even cessation of lasing.

Single frequency operation is obtained in the argon-
ion laser by placing a temperature-controlled etalon
within the laser cavity. The etalon forms a second res-
onator that, if tuned to one of the resonant frequencies
supported by the laser cavity, isolates a single longi-
tudinal mode for amplification. The etalon resonant
frequency is tuned by changing its temperature or by me-
chanically tilting it – both methods change the effective
etalon thickness. The dependence of the index of refrac-
tion of the media and the component thickness on the
environmental temperature results in frequency drift of
the two resonant frequencies. This will reduce the laser
output power as the two resonant points misalign, which
may cause the output frequency to oscillate between two
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Fig. 5.133 Measurements in a double-staged isothermal combustion
chamber by DLR, Köln (after Röhle et al. [5.497])

adjacent longitudinal modes before hopping to the next
mode. Typically, the drift originates from the laser cavity
since the etalon is normally enclosed in a temperature-
controlled oven. The most efficient method to eliminate
this drift is through an active feedback control system
using the laser frequency measurements from the LFM
as an input to control a piezoelectric transducer that ac-
tively positions a cavity mirror [5.506] to compensate
for environmentally induced changes in cavity length.

The use of an injection seed laser makes it possible
to operate a pulsed, frequency-doubled Nd:YAG laser in
single-frequency mode. This laser-diode-pumped seed
laser emits a low-power, single-frequency continuous-
wave beam that is directed onto the primary laser cavity
axis, thus providing a stimulating source when the pri-
mary laser is pulsed. In this manner, the primary laser
acts as an amplifier of the single-frequency beam from
the seed laser, thus maintaining its optical frequency
characteristics. Adjusting the temperature of the seed
laser will change the length of its Nd:YAG rod and
thus the output frequency. The tunable range is approxi-
mately 20 GHz (an order of magnitude greater than with
an argon) with a minimal loss of laser energy over multi-
mode operation (the etalon in the argon laser reduces the
output power by 50%). The main laser cavity resonant
frequency is adjusted through a feedback-driven piezo-
electric transducer mounted to the fully reflective mirror.
The control function is derived from the measurement of
the Q-switch build-up time – the shorter the time, the bet-
ter the frequency overlap between the seed laser and the
host, which improves single-frequency operation. The
piezoelectric transducer is normally dithered to bracket
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any changes in the resonant frequency caused by thermal
expansion/contraction of the main cavity. Pulse-to-pulse
optical frequency variations can be as large as 70 MHz,
requiring the measurement of each pulse frequency with
the LFM. In addition, the optical frequency is not homo-
geneous throughout the laser beam cross section. Unlike
a gas laser whose media index of refraction in the laser
cavity is virtually the same as air, a Nd:YAG laser rod has
a much larger index of refraction. Thus any microscopic
variation in rod length caused by fabrication or temper-
ature variations will effectively change the laser cavity
length over the cross section, yielding a resonant fre-
quency distribution. The theoretical distribution, based
on manufacturer rod face flatness and parallelism speci-
fications, was determined to be approximately 100 MHz,
a similar range to that found experimentally. The sim-
plest method to eliminate this error source is to obtain
a wind-off measurement of optical frequency with the
DGV system. The resulting mean-removed frequency
image represents the variation caused by the laser. This
frequency flat field is simply subtracted from the ac-
quired Doppler frequency measurements to yield the
unbiased images.

The laser output must be monitored to insure single-
frequency operation. An optical spectrum analyzer
placed in the LFM can provide a real-time reading of
the optical frequency spectra of an argon-ion laser. If
a clean single frequency is not found, the laser should
be adjusted to reestablish a single frequency. Measure-
ment of the Q-switch build-up time in a Nd:YAG laser
provides a parameter indicating single-frequency opera-
tion. The build-up time can be determined by measuring
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Fig. 5.134 Theoretical iodine vapor absorption line profiles
as a function of cold finger temperature

the time between the Q-switch trigger and the occur-
rence of the optical pulse. When the laser is operating in
single-frequency mode, this build-up time is minimized.

Iodine Vapor Cell. The absorption of light by iodine va-
por is based on the temperature-dependent shape of the
selected absorption line. While the location of the opti-
cal frequency at the center of a given absorption line is
fixed by the atomic characteristics of iodine, the depth
and width of that line are dependent on the number of io-
dine molecules in the optical path. For a fixed cell length
the number of molecules in vapor state, and thus the line
shape, is dependent on the temperature of the coldest
point within the cell (Fig. 5.134). Typically the cell body
is held at a high temperature and a narrow stem extend-
ing from the body is kept at a tightly controlled lower
temperature – thus defining the iodine vapor pressure.
While this method is acceptable for spectroscopy appli-
cations, a variation of ±0.1 ◦C of the control temperature
represents a ±3 m/s velocity uncertainty in DGV meas-
urements. Additionally, the inability to isolate the cells
completely from hostile wind-tunnel environments re-
sults in large variations in line shape because of the
inherent slow response of a heating/cooling system to
counteract ambient temperature changes. This is the rea-
son for the lack of quantitative velocity measurements
in early wind-tunnel applications of the technology.

The solution to the inability to control cell temper-
ature was the construction of a vapor-limited or starved
cell [5.479, 484]. After a standard iodine vapor cell has
been constructed, the desired vapor pressure is set us-
ing the above approach. Once the internal pressure has
stabilized, the stem is sealed at the cell body to separate
excess crystalline iodine from the cell. Setting the cell to
any temperature at or above the original stem tempera-
ture yields a constant cell vapor pressure since all iodine
molecules will be in the vapor state once the original
stem temperature is reached. Elevating the cell tempera-
ture, for example an additional 20 ◦C, provides a buffer
to account for the slow response of the temperature con-
trollers to any change in environmental temperature,
and maintain a constant optical frequency-to-intensity
transfer function.

Optical Components: Transmitter. The creation of
a laser light sheet normally involves simply placing
a cylindrical-lens system in the laser beam. However,
the Gaussian and approximate Gaussian power distri-
butions found in argon-ion and pulsed Nd:YAG lasers,
respectively, can produce detector saturation due to the
high-intensity scattered light from the optical axis, yet
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be undetectable away from the axis. Additionally, the
diameter of the laser beam can produce a thick light
sheet that will lessen the common volume viewed by the
three receivers, potentially introducing velocity errors in
areas with large velocity gradients. Thus the area viewed
should be set to the half-power limits of the light sheet
along with focusing the sheet thickness at the center of
the viewing area. If average velocity measurements are
acceptable, slowly scanning an argon beam along with
on-camera integration will yield good results, as the light
sheet will then have a flat intensity distribution. Note,
however, that rapid scanning can impose an apparent
Doppler frequency shift in the measurements.

Optical Components: Receiver. The receiver optical
system, shown in Fig. 5.130b, is fairly simple. However,
attention must be given to the characteristics of the op-
tical component or significant measurement errors may
occur. The first element reached by the scattered light
is the beam splitter. The transmission/reflection ratio is
dependent on the input light polarization in all beam
splitters, including the so-called nonpolarizing variety.
This is significant since the polarization of light scattered
by small particles is dependent on particle size, scatter-
ing angle and to a lesser extent index of refraction. Thus
any differences in input polarization, e.g., calibration
setup, variations in particle size distribution, etc., will
change the transmission/reflection ratio imposed by the
beam splitter, and effectively rescale the system transfer
function in an unknown manner. Additionally, spatially
dependent transfer function variations caused by any op-
tical element, e.g., dirt, fingerprints, interference fringes,
etc., will result in local deviations in the system trans-
fer function. These effects can be greatly reduced or
eliminated by operating the system normally with par-
ticle scatter, but with the laser frequency adjusted so that
all optical frequencies are outside any absorption lines.
The resulting reference images are normalized by the
signal images to yield the intensity flat field. The laser
frequency is then tuned to the desired location along
the absorption line and data acquired. Resultant normal-
ized signal images are then multiplied by the intensity
flat field, thus negating all polarization (assuming the
particle size distribution has not changed) and spatially
dependent optical transmission effects.

Other suggestions regarding the optics include the
use of a cube-type beam splitter, a cold-welded iodine
vapor cell, and green photographic filters placed on the
cameras. Typically beam splitter plates are used to di-
vide incoming light into two optical paths. These plates
have a partially reflective coating on the input side and

an antireflective coating on the other. Thin plates should
be avoided as they may be physically distorted by the
mounting hardware, leading to a degradation of image
quality. Beam splitter plates have exhibited the property
of softening/blurring the transmitted image, producing
artifacts in the normalized results. Thus, beam split-
ter cubes are recommended since they do not exhibit
this characteristic. Aligning the iodine vapor cell along
the signal leg optical axis can produce fringes from the
interference of scattered light from cell window sur-
faces. These fringes are typically circular, as the low
pressure within the cell will pull the centers of the win-
dows inward. Further, hot welding the windows to the
cylinder body will induce heat stress in the windows
producing additional optical distortions. Cold welding
the windows to the cylinder body and misaligning the
iodine vapor cell a few degrees from the optical axis
will greatly reduce or eliminate these optical distortions.
Placing photographic green filters on the cameras atten-
uates contributions from other light sources, e.g., room
lights, combustion products, etc., without greatly affect-
ing the collected scattered light intensity. The filters will
not eliminate contributions from these sources, but will
help since any background light energy acquired will
decrease the effective dynamic range of the cameras.

Optical Components: Cameras. Camera requirements
are dependent on specific techniques and applications,
thus the choice of camera is difficult to specify in
a generic sense. The following factors should be con-
sidered:

• Spatial resolution/image size• Imaging rate• Pixel-well depth/amplitude resolution• Overall signal-to-noise ratio• Image integration/shutter control• CW or pulsed laser applications• Working focal distance• Background light/environment• External triggering/synchronization capabilities.

In general the camera/detector system must be linear
with a repeatable optical intensity-to-voltage calibration
since amplitude is the measured parameter. In multiple-
camera configurations, all cameras must be externally
synchronized using the same synchronization wave-
form, precluding a master/slave approach since image
acquisition must be simultaneous over exactly the same
time period. Overall a cooled CCD sensor with at least
a 12 bit onboard digital conversion capability and a con-
trollable electronic shutter is recommended. However,
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this may be more camera than is needed for a given ex-
periment – RS-170-type cameras may be acceptable. In
any case, it is advisable to measure the overall camera
signal-to-noise ratio using the method outlined by Mey-
ers et al. [5.479] since the signal-to-noise ratio quoted
by camera manufacturers is typically based only on elec-
tronic noise, which is not necessarily sufficient for DGV
applications.

Facility and Model. All surfaces that will scatter laser
light should be painted either flat black or red (if
a green photographic filter is used) to reduce spurious
light sheets or flare. A light sheet impinging on any
surface (including antireflective-coated windows once
they become coated with dirt or particles) will pro-
duce some flare, which limits measurements to several
millimeters above the surface. If on-surface measure-
ments are desired, light should originate from under the
surface. Treating surfaces will have the added benefit
of reducing the secondary scatter caused by surface–
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Fig. 5.135 Iodine vapor cell calibration layout using tunable Bragg cells; tuning range: 420–660 MHz, laser mode spacing:
129 MHz

particles–detector and particles–surface–detector paths.
This source of background light can not be eliminated
and will affect measurement accuracy as the Doppler
shift imposed on this secondary scattered light will not
be the same as the scattered light from particles passing
through the light sheet [5.495].

Facility configuration must also be considered. If
the opposing facility wall has a window that is not an-
tireflective coated and the light sheet reflection cannot
be directed outside all camera views, it should be or-
thogonal to the window, making the reflected light sheet
coplanar with the original. As with any spurious light
sheet, a measurement error will occur, as the additional
scattered light from this sheet can not be eliminated.
However, since it is coplanar, each measurement vec-
tor and its contribution can be estimated based on Mie
scattering, if the particle size distribution is known.

Flow Seeding. Typically a flow measurement appli-
cation using molecular filter velocimetry will involve
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seeding the flow with small particles. Particle gener-
ation techniques normally used for fringe-type laser
velocimetry and PIV, such as Laskin nozzles, liquid
sprays with embedded polystyrene latex, etc., typically
have limited particle number densities when the plume
is expanded to fill large laser light sheets. In addi-
tion, these particles tend to be fairly large and may not
follow the flow with the desired fidelity. Smoke gener-
ators, such as theatrical foggers and smoke simulators
used to train firefighters, will provide sufficient num-
ber densities. Care must be used if theatrical foggers
are chosen as they typically generate size distributions
that have extremely long tails, upwards of 20–50 µm.
The recommended generator is the smoke simulator, as
this device will produce 0.2–0.7 µm mineral oil par-
ticles in number densities controllable by the generator.
The output can range from a barely visible wisp, to
a cloud capable of filling the NASA Langley 14×22 foot
subsonic tunnel in a few minutes. If testing in a su-
personic flow, water condensation is a good choice as
the particle size is extremely small and particles will
completely fill the flow field. The presence of water,
however, will affect the flow properties to a minor
extent.

System Calibration: Iodine Vapor Cell. Determining
an accurate optical frequency-to-transmissivity transfer
function for the iodine vapor cell (IVC) is critical to
the overall accuracy of DGV measurements. Example
calibration procedures are outlined below.

1. Laser tuning – The output laser frequency is changed
by mode-hopping (argon) or adjusting the seed laser
temperature (Nd:YAG) and tracking the transfer
function. This technique assumes that the change in
laser frequency is a linear function of the adjustment.
Through experimentation it has been determined
that this approach does not provide the accuracy
required for DGV applications and thus is not rec-
ommended.

2. Measuring the Doppler frequency of a rotating wheel
– The IVC is placed in a DGV system that is con-
figured to measure velocity in a single plane. The
Doppler frequency profile across the wheel can be
predicted from distance and rotational speed meas-
urements. By having a Doppler shift range greater
than the laser resonator frequency, the profiles may
be overlapped to produce a transfer function that
does not depend on knowing the absolute laser or
mode hop frequencies. This approach is recom-
mended.

3. Bragg cell frequency shift – The best accuracy has
been obtained using a pair of tunable Bragg cells
to change the input frequency by known amounts at
each laser longitudinal mode, Fig. 5.135. The results
have yielded standard deviations about a B-spline
curve fit of less than 0.2% full scale. This technique
is highly recommended.

Image Distortion. The determination and correction of
perspective and other distortions is necessary to insure
accurate overlap of the signal and reference camera
images. Furthermore, accurate overlap is required to
align multiple image pairs to determine standard Carte-
sian velocity component measurements. Standard 2-D
polynomial dewarping methods using single equations
to adjust an image do not account for high-spatial-
frequency distortions typically present in windows and
optical components. Thus a piecewise method must be
used to insure accurate overlap between the camera
images. Using a piecewise bilinear warping proce-
dure [5.478], a distorted fiber optic view of a dot card
target can be corrected (Fig. 5.136).

Intensity Flat Field. The intensity flat field is the ampli-
tude calibration between the signal and reference camera
images. The correction accomplishes two tasks:

1. it determines the overall beam splitter division of col-
lected scattered light as affected by the polarization
characteristics of the scattering media; and,

2. it determines any higher spatial frequency variations
in the optical transfer function, e.g., dirt, interference
fringes.

The intensity flat field should be obtained by acquiring
a normal data image with the laser and all Doppler-
shifted frequencies located outside all absorption lines.
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Fig. 5.136 Image dewarping of a dot card spatial alignment tar-
get viewed by three fiber-optic imaging systems: piecewise bilinear
method
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Frequency Flat Field (Crystal-Based Lasers). Crystal-
based lasers, such as Nd:YAG, have a distribution of
optical frequencies over the output beam cross section.
This distribution is caused by microscopic variations
in rod length that change the effective length of the
optical cavity based on the rod index of refraction and
the spatial distribution of rod length. Typically, 10 arc s
of parallelism and a flatness of λ/10 can yield optical
frequency variations of up to 100 MHz. The distribution
of optical frequencies can be measured by obtaining
Doppler frequency maps under wind-off conditions. An
intensity flat field should also be taken to account for
any particle size changes between wind-on and wind-
off conditions. The measured frequency distribution is
then subtracted from the Doppler frequency maps of the
flow to negate these frequency variations.

Application Sequence
Continuing with the example of using DGV to measure
a flow field, the following data-acquisition and data-
processing sequence is suggested. Other molecular filter
velocimetry techniques and measurement applications
have a similar operating sequence.

Data Acquisition.
Image Alignment. An alignment target is placed in the
measurement plane and data images acquired. A target
composed of a rectangular pattern of equally spaced
dots is suggested, as individual dot centroid loca-
tions are more easily and accurately determined than
the intersection of lines. Further, the determination of
piecewise dewarping coefficients based on the centroid
locations will increase spatial accuracy of the overlaid
images. Using a back-illuminated perforated panel of
millimeter-sized holes with small spatial separations as
the alignment target may increase this accuracy further.
The resulting image would be a star field where cen-
troids may be more-accurately determined using the
greater contrast of bright spots on a dark background
(the same principle used in particle image velocime-
try).

Background Images. A background data set should be
acquired with all components having the same settings
that would be used when acquiring velocity data – ex-
cept no particles are injected. The background contains
contributions from all light sources, e.g., room lights,
laser flare from walls, and models. The background im-
age levels can then be subtracted from the data images
to eliminate these sources. Secondary scattering [5.495]
however, can not be eliminated, thus procedures must be

implemented to eliminate or minimize any extraneous
laser light.

Frequency Flat Field Images (Crystal-Based Lasers
Only). Inject particles into the laser light sheet with-
out a measurable flow to determine the laser-induced
optical frequency distribution. The resulting optical fre-
quency measurement images should be subtracted from
the Doppler frequency images obtained from the flow
measurements to eliminate these frequency variations.
Note: a separate intensity flat field image set should
be obtained as the particle scattering characteristics
may not be the same as during the acquisition of flow
measurements.

Intensity Flat Field Images. The facility should be oper-
ating at the desired conditions for the flow measurements
and the seeding particles injected into the flow. The laser
should then be frequency tuned to place all optical fre-
quencies outside of the absorption line (insure that an
adjacent line is not entered). An alternate method for
crystal-based lasers is to operate the laser multimode.
The resulting normalized images represent the transfer
function of the optical system without the effects of the
iodine vapor. The normalized images obtained from the
flow measurements should be multiplied by this transfer
function to eliminate the spatially dependent influences
of the optical elements.

Flow Measurement Images. Measurement accuracy is
strongly dependent on the amplitude and spatial distri-
bution of the collected scattered light in the data images.
Higher measured amplitudes will lower the significance
of noise sources, such as photon, electronic, and quantiz-
ing noise. The more uniform the flow seeding, the lower
the effect that minor spatial misalignments of the signal
image with the reference image will have on the accu-
racy of the normalization process. The signal amplitude
can be effectively increased in CCD detectors by allow-
ing them to integrate the incoming collected scattered
light over a time period needed to charge the capacitors
to a high level [5.495–497]. Integration has the added
benefit of averaging laser speckle noise along with any
motion of the particle stream that would reduce spa-
tial amplitude gradients at the stream boundary [5.479].
If integration is used, whether on the detector or in
the computer, electronic noise becomes more signifi-
cant. Thus a cooled camera should be used to lower
these noise levels. This approach also limits DGV to
average or phase-locked measurements – instantaneous
measurements have the potential for too great a level
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of measurement uncertainty even when a high-power,
pulsed laser is used. It is noted, however, that point
measurement configurations using photomultipliers as
detectors in conjunction with high-speed digitizers can
be used for temporal measurements. These detectors
are far more sensitive and have lower noise levels than
cameras.

Data Monitoring. Unlike fringe-type laser velocime-
try or particle image velocimetry, molecular filtered
velocimetry does not have a definitive parameter that
determines if a measurement is acceptable in real time.
The sensitivity of the technology to single-frequency
stability of the laser, uniformity of seeding, and sig-
nal strength minimums require constant monitoring of
many parameters. In addition, sample data should be
processed in near real time to determine if the veloc-
ity measurements are reasonable, and as an indicator of
potential problems.

Summary
Molecular filter velocimetry has characteristics that
make the technique advantageous for many fluid-
mechanical investigations. These include high-speed
flows, highly three-dimensional flows, cyclic flows,
flows with a large dynamic range in velocity, and for
the specific case of point Doppler velocimetry, temporal
measurements such as turbulence power spectra. From
an installation viewpoint, these techniques provide long
focal distance, large measurement area capabilities and,
through the use of fiber optics, measurements of internal
flows in confined structures.

As with any measurement technique, however, there
are limitations. The technique requires careful monitor-
ing of the laser and components, heavier seeding than
other laser-based methods, and no in situ indicators that
the measurements will be accurate. Additionally, since
the measurement accuracy is an absolute value, low-
speed flow measurements may not be as accurate as other
methods. Finally, although instantaneous measurements
can be obtained, their use for turbulence statistics would
require great care to insure minimal error.

5.3.5 Laser Transit Velocimetry

This section starts with a short overview of the history of
the development of laser transit velocimetry (LTV) also
known as laser two-focus velocimetry (L2F). The advan-
tageous properties of LTV that qualify this technique for
high-speed and turbomachinery flows and for near-wall
measurement applications are explained. The fundamen-

tals are then treated, describing the general principal,
the statistical data evaluation and the prospects for the
measurement of turbulence statistics. Next, a state-of-
the-art LTV system is considered, presenting details
about the optical setup, the measurement procedure
and the data-processing and evaluation methods. Sub-
sequently, three-component LTV techniques are treated
with the main emphasis being placed on the recently
developed three-component Doppler-L2F velocimeter.
In this hybrid system the L2F principle is combined
with a Doppler-frequency shift analysis by which the
velocity component in the direction of the optical axis
is determined. The unique measurement system is de-
scribed in detail and examples of applications are
presented.

In 1968, very soon after the laser Doppler (LD)
method became known, an alternative optical flow
velocity measuring method was introduced by Thomp-
son [5.508]. This method, referred to as the tracer
particle fluid velocimetry, was the forerunner of the kind
of optical measuring devices known today as laser transit
(LT) or laser two-focus (L2F) velocimeters. The idea was
to measure the time of flight of tracer particles carried
with the fluid passing through two separated, parallel,
highly focused laser beams (Fig. 5.137). When Thomp-
son compared his method with the known LD method, he
saw the advantages of a simpler optical setup, simpler
data processing, and the employment of lower-power
lasers to detect the scattered light of the small tracer
particles.
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Fig. 5.137 Time-of-flight velocimeter probe volume
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In Thompson’s system the two beams in the probe
volume had a waist diameter d of 40 µm and a sepa-
ration s of a few millimeters. Photomultipliers adjusted
to the probe volume generate pulse-type signals when
detecting the scattered light of particles crossing the
laser beams. An oscilloscope internally triggered by
the photomultipliers’ voltage pulses was used for
the time-of-flight measurements. However, successful
measurements could only be obtained when the ori-
entation of the plane containing the two beams was
adjusted parallel to the mean flow direction. In this case
the probability of successful dual beam transits of the
particles attains its maximum value. Under these con-
ditions multiple traces integrated on the oscilloscope
screen show two bright, pulse-type signals, one on the
left side of the screen, which starts the oscilloscope
trace and a second one separated from the first by ∆t
indicating the successful time-of-flight measurements
(Fig. 5.138). Due to the integration the detected value
∆t represents the mean value of the time-of-flight meas-
urements, which together with the known separation s
of the beams provides the magnitude of the mean flow
velocity component perpendicular to the beams

u⊥ = s

∆t
. (5.296)

Knowing the orientation α of the plane containing the
two beams the mean velocity vector components α and
u⊥ in the plane perpendicular to the beam axis are
determined.

The brightness of the second signal on the oscillo-
scope screen is a measure of the probability of successful
dual-beam crossings. The level of brightness reaches
its maximum value when the angle α of the beam’s
plane is correctly adjusted to the mean flow direction.

��

Fig. 5.138 Time-of-flight signals superimposed on an os-
cilloscope

The detectability of the second signal and the adjust-
ment of the beam’s plane is quite easy in flows of low
turbulence intensities where the flow direction is very
uniform. However, in cases where the flow turbulence
intensity increases and exceeds values of about 10%,
detectability of the second signal disappears almost com-
pletely, rendering this time-of-flight measuring method
inapplicable.

Due to this limitation Thompson’s method did not
achieve much importance. Only a few authors [5.509,
510] followed his proposal and applied similar optical
setups to flows where the turbulence intensities were
low, the mean flow direction was well predictable and
the beams plane could be set to a fixed orientation.

Then in 1973 a paper was published [5.511] describ-
ing how this laser transit velocimetry technique could
also be operated in turbulent flows. It showed how the
collected data could be processed to determine the two
components of the mean flow velocity, turbulence in-
tensities, Reynolds shear stresses, and also higher-order
moments of the fluctuating velocity quantities.

This knowledge about its applicability to turbulent
flows changed matters dramatically and, as of that point
in time, this technique underwent rapid development.

While the optical arrangements proposed have not
undergone significant modifications, considerable de-
velopment has taken place on the signal-processing
electronics. Two different development directions were
initiated. One group of researchers [5.510,512–521] ap-
plied correlators and photon correlators and a second
group used time-of-flight measurements and statistical
data analysis [5.522–536]. Theoretically the correlation
analysis should be the superior technique, especially
at high data rates (< 200 kHz), but this superiority
has not been proved in practice to date where the
data rate is comparatively low (< 20 kHz). As can be
shown [5.520, 528, 537] under these conditions there is
complete agreement between the measured cross cor-
relogram and the time-of-flight histogram. Because of
its availability in the area of nuclear physics and its
simplicity the time-of-flight measurement method has
attained much more importance. This technique is there-
fore treated in this article. The output of both techniques,
either the correlogram or the histogram requires further
data processing.

Many authors have theoretically analyzed the LT
measurement method in detail [5.510, 512, 513, 515,
520,521,523,525,526,531,538–544]. Most of the main
error sources are known today and they can be esti-
mated quantitatively as a function of the probe volume
geometry.
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Over the years LT velocimetry has gained impor-
tance in the experimental fluid flow analysis. Due to its
high signal-to-noise level resulting from the highly fo-
cused laser beams LT velocimetry extends the range
of applicability of LD systems and can therefore be
considered a supplementary method.

Its specific fields of application are: high-speed
flows, applications with limited optical access where
backscatter arrangements with low signal level are re-
quired, and applications in narrow flow channels, where
background flare reduction is important. Apart from
these positive features the LT velocimetry technique is
in practice limited to applications in flows with turbu-
lence intensities smaller than 30%, and hence cannot be
applied in, e.g., combusting and mixing flows, where the
turbulence intensities by far exceed this value.

Several LT systems are on the market and some in-
dustrial and research organizations have built their own
system for in-house use. LT velocimetry has been suc-
cessfully applied to long-range wind speed analysis,
heat exchangers, wet steam flows, water pumps, diesel
engines, plasma flows, and standard and cascade wind
tunnels. Nevertheless the LT velocimetry has found its
widest application in the field of turbomachinery flow
investigation. Numerous papers have been published
producing results of measurements in centrifugal and
axial compressors as well as turbines. A rather com-
plete overview is given in [5.532, 540]. These detailed
LT velocimetry data have contributed a great deal to
our improved understanding of turbomachinery internal
flow. This is especially true with regard to rotor flow
investigations, which are almost inaccessible for con-
ventional measuring techniques. The comparison with
theoretical data has resulted in improved mathematical
models and design procedures.

Laser Transit Velocimetry
Applied to Turbulent Flows

In turbulent flows the velocity vector at any location is
considered as a random variable, which under station-
ary conditions can be described by a three-dimensional
probability density function that depends generally on
all three components of the velocity vector. As the LT
velocimeter as well as the usual two-component LD
systems are only capable of measuring the velocity com-
ponents in the plane perpendicular to the optical axis, in
the ideal case the measured data can only approach the
two-dimensional probability density function, which can
be derived from the three-dimensional function by inte-
gration over the on-axis velocity component. To be able
to perform this integration, both systems must also be

capable of detecting the respective velocity components
from such flow vectors that have a significant on-axis
component. Therefore the axial length of the probe vol-
umes must be long enough. Since this requirement can
often not be fulfilled sufficiently in practice the systems
with a limited integration range require a roughly per-
pendicular alignment of the optical axis with respect
to the expected mean flow velocity. Assuming that the
LT velocimeter can be operated in such a way that the
measured data can be approached by a two-dimensional
probability density function, the mean values of any ve-
locity function defined in the plane perpendicular to the
optical axis, e.g., the mean velocity components, tur-
bulence intensities, and Reynolds shear stresses, can be
deduced [5.532].

Let us consider a typical LT velocimeter probe
volume, as shown in Fig. 5.139. The beams waist diam-
eter d is about 10 µm, the beam separation s is about
0.2–0.4 mm. The plane containing the two beams – the
plane of beams – is rotatable and its angular position is
indicated by the value α. Two photomultipliers are ad-
justed to the beams and deliver the start and stop signal
for the time-of-flight measurements. Due to the given
ratio of beam diameter and separation a certain angular
capture range ∆α is defined, within which particles can
move and cross the two beams. When at a location in
a turbulent flow the beam’s plane is adjusted to a certain
angle α; within the rather wide angular range of fluctuat-
ing flow directions only those particles that move along
the plane within the range ∆α can pass through both the
beams and deliver two successive scattered light pulses.
The time elapsed between the pulses yields the compo-
nent of the particle velocity perpendicular to the optical
axis.
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Fig. 5.139 LT velocimeter probe volume
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When particles move outside this small angular
range ∆α, they may still start a time measurement
but then either there will be no stop signal within the
preselected time range or a different particle will stop
the measurement, hence generating incorrect measure-
ments.

To distinguish between correct and incorrect time-
of-flight measurements many measurements at the
chosen position of the plane of beams are necessary.
In Fig. 5.140, as an example, a probability histogram of
such collected data is plotted. Due to its random dis-
tribution the incorrect measurements are represented by
the baseline of nearly constant frequency level. The net
distribution, which exceeds the baseline frequency, is
shaped like a Gaussian curve and represents the correct
time-of-flight measurements. The necessity of collect-
ing multiple measurement events is not a real drawback
since the statistical analysis in any case requires a large
number of data, which determines the measurement
accuracy.

By setting the plane containing the beams to
other, slightly different, angles and by accumulating
time-of-flight data until the preset number of started
measurement events has been achieved, more veloc-
ity histograms can be constructed. This is possible as
long as the chosen angles of the plane are within the
range of the velocity angle fluctuations of the turbu-
lent flow. The result of this measurement procedure is
a two-dimensional probability histogram (Fig. 5.141) as
a function of time-of-flight and angle settings. These
data are the input data for a rather sophisticated eval-
uation procedure, based on nonlinear regression fits of
an ideal probability density function of the flow veloc-
ity to the measured histogram [5.540,541]. Mean values
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Fig. 5.140 Time-of-flight data histogram collected at
a given setting of the plane of beams (incorrect measure-
ments are indicated by the noise band NB)

of the velocity components and turbulence intensities
are the typical output, but Reynolds shear stresses and
higher-order moments can also be computed.

The accuracy is mainly determined by the number
of collected data, the background noise resulting from
laser light reflection from surfaces in the vicinity of
the probe volume, the flow turbulence, and the selected
beam separation. In the case of low turbulence inten-
sities (< 5%) the accuracy of the velocity magnitude
and angle determination is very high (measurement er-
ror< 1% of the flow magnitude and less than 0.2◦ of the
flow angle), better than can be achieved by LDA systems,
although the measurement error increases with flow tur-
bulence. When turbulence intensities exceed 30% the LT
velocimeter is practically not applicable because of dif-
ficulties in distinguishing between correct and incorrect
measurement events.

Optics
The schematic assembly of the LT velocimeter that pio-
neered the first application in turbulent flows [5.511] is
shown in Fig. 5.142. An argon laser was used as a light
source. The linear polarized laser beam was transformed
by a quarter-wave plate into circular polarization. In this
way the following rotatable Rochon prism splits the laser
beam into two beams of different linear polarization but
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Fig. 5.141 Two-dimensional histogram of measured time-
of-flight data collected at different angle α settings of the
plane of beams
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of equal intensity, independent of the angular position
of the Rochon prism. One output beam follows the di-
rection of the incident laser beam while the other is
deflected from that direction by an angle δ (compare
detail A).

As the focal point of the following lens L1 is located
at the point of division, both beams leave the lens parallel
to each other and are focused in the second focal plane.

The two beams are then relayed by the inner part of
lens L2 to the measuring volume, which is to be placed
in the selected measuring position in a flow field (e.g.,
in a wind tunnel) (compare detail B).

Particles that traverse the beams in this area each
emit scattering light pulses and the part which is scat-
tered back is detected by the outer area of lens L2 and
sent via a spatial filtering device to two photodetectors,
each assigned to a beam in the measuring volume.

The spatial filtering device serves to keep the back-
ground radiation, which arises in narrow channels as
a result of reflection of the laser beams off the chan-
nel walls, to a minimum. The use of microscope optics
makes the spatial filtering very effective. Due to the
enlargement the two very small backscattered beams
can be adjusted very precisely to the two holes of the
aperture.

This optical setup for two-component measurements
has not changed significantly over the years as its op-
tical design was already rather optimized. It was rather
emerging technologies such as fibres and laser diodes
that initiated the development of improved LT systems,
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Fig. 5.142 Schematic of the LT velocimeter optics

which were easier and more reliable to handle and
operate [5.540].

Electronics
When the photomultipliers detect the scattered light
pulses from particles crossing the assigned laser beam in
the probe volume, voltage output pulses are generated.
To compensate for losses in the signal transfer chain
(Fig. 5.143) the photomultiplier output signal must first
be amplified. Fast amplifiers are required as, especially
at high velocities, the scattered light pulses become very
short – pulse widths of only a few nanoseconds.

Depending on the velocity and the size of the par-
ticles and the position where they cross the beams the
amplitude of the scattered light pulse varies greatly.
At low speeds many photons are integrated and strong
Gaussian-shaped pulses are generated, whereas at very
high speeds only a few single photons are trans-
ferred to the photomultipliers. Because of this high
dynamic range of pulse amplitude and pulse width sig-
nal filters are required by which an optimized signal
can be attained when the time-constant adjustment is
matched to the specific experimental conditions. The
range of the adjustable time constants of the filters
is typically 2 ns to 1 µs. With this filter technique
the signal-to-noise ratio can be essentially improved,
hence allowing a more-effective reduction of back-
ground noise.

Discriminators are implemented to transform these
signals with varying amplitude into uniform pulses,
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Fig. 5.143 Schematic of the LT velocimeter electronics

which are needed as input signals for precise time-of-
flight measurements.

When the output pulses of the discriminator are
generated, by employing simple leading-edge triggers,
timing errors may occur due to the varying amplitude
of the input pulses (Fig. 5.144). Therefore constant-
fraction discriminators are preferably implemented,
which operate with a special triggering method that
allows the output pulses to be generated exactly at the in-
stant of the maximum of the input signal, independent of
the amplitude. The constant-fraction technique can only
work precisely if an internal delay time is adjusted ac-
cording to the time constant of the signal. Since this time
constant is defined by the aforementioned signal filters
the setting of filters and constant-fraction discriminator
is combined.

The output signals from the discriminator are the
input signals for the further time-of-flight analysis. This
can either be performed by cross-correlation techniques
or by direct time-of-flight measurements in combination
with statistical data analysis.
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Fig. 5.144 Measurement uncertainty as a function of vary-
ing signal amplitude

In the early stages of development of the LT tech-
nique time-to-amplitude converters and multichannel
analyzers were used (these are very common for time
measurements in nuclear physics). Nowadays, fast coun-
ters are in use for time-of-flight measurements and
statistical analysis is completely PC-based with an inte-
grated custom-developed, dedicated PC card.

A normalization of the measured histogram taken
at each angle setting of the plane of the beams is
necessary to enable the construction of the desired two-
dimensional histogram. The reference value for this
normalization is the number of measurement events
started. These are indicated by valid start signals de-
livered by the time-of-flight measuring system and
acquired by a preset counter. After having reached the
preset number, which has to be selected by the opera-
tor depending on the actual measurement conditions, the
counter interrupts the data acquisition. The straightfor-
ward way of operation is to set the preset number to the
same value for all angle settings of the beam’s plane.

The measured two-dimensional histogram of data is
then used as the input for further data evaluation.

Experimental Operation
The probe volume geometry of a LT velocimeter, the
waist diameter d, and the beam separation s are deter-
mined by the diameter D of the incident laser beam,
the splitting angle δ of the Rochon prism, and the focal
length f1 of the lens L1 (Fig. 5.142), assuming that the
imaging scale of the lens system L2 is 1:1.

The Gaussian waist diameter (1/e2 diameter) is

d = 4

π
λ

f1

D
, (5.297)

where λ is the wavelength of the laser beam, and the
beam separation is

s = f1δ . (5.298)
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The angular range ∆α in the LT system that is capable of
detecting successful dual-beam crossings is only a few
degrees and is given by

∆α ∼ d

s
= 4λ

πδD
. (5.299)

The sensitive axial length of the probe volume l depends
on the laser power P, the beam waist diameter d, the
diameter dp of the particles considered, the effectiveness
of spatial filtering, and the amplitude discrimination of
the photomultiplier signals.

For a laser power P of 0.5 W and particles with diam-
eters of 0.5–1 µm it turns out from practical experience
that the axial length l is about 10–40 times the beam
waist diameter d. That means, for a typical diameter of
d = 10 µm,

l ≈ 0.1–0.4 mm . (5.300)

While in the case of LD systems the fringe spacing
(and this determines the probe volume diameter) is
matched to the expected velocity magnitude it is very
advantageous in the case of LT system to match the
beam separation s to the expected turbulence intensi-
ties [5.532]. In this way an LT system can be optimized
with respect to the measuring accuracy and time required
to perform the measurements. Assuming a constant
beam diameter of d = 10 µm, a beam separation of
s = 0.35 mm is recommendable for turbulence inten-
sities of 3% and the separation should be changed to
s = 70 µm when the flow turbulence reaches 16%. With
the reduced beam separation at higher turbulence in-
tensities the corresponding angular capture range ∆α

increases from ∆α= 1.5◦ to ∆α= 8.0◦ so that the num-
ber of successful dual beam crossings (and with it the
measurement time) becomes equal in the two different
flow cases. Additionally, with the wider angular range
∆α the angular step width of the beam’s plane settings
can also be extended so that in both flow cases the to-
tal number of angle settings can also be kept constant
and likewise the total measurement time. With respect to
the measurement accuracy, 10–02 angle settings placed
within the angular fluctuation range of the turbulent flow
are sufficient. In practice more angle settings are often
needed to make the angular scanning range wide enough
so that the unknown flow angle at a new measurement
position most probably falls within this range. The meas-
ured data give a clear indication whether the range was
correct and sufficiently wide. Otherwise measurements
must be repeated with a modified angular setting range.

Applications in periodically fluctuating flows, e.g.,
rotor flow analysis in turbomachines, require special

Fig. 5.145 3C-L2F optical head

synchronizing electronics to enable phase-resolved ve-
locity measurements. Either a one-per-revolution or
a blade-frequency signal is needed as an input. The syn-
chronizer divides the blade period periodically in up to
64 windows. When a measurement event is indicated
by a valid time-of-flight measurement, at that instant of
time the window number assigned to the measurement
event is identified and the measurement data are then
directed to a corresponding storage. After the data col-
lection all 64 storages are filled with data. The data,
collected in each individual storage, determine the two-
dimensional probability histogram, which is required
for further data evaluation. The result is the velocity
information (mean value and turbulence intensities) dis-
tributed in 64 circumferential positions over the blade
period. In principle, measurement can be performed in
a single, selected blade passage, however in practice –
because of the saving in terms of measurement time –
the data from all blade passages are mixed together and
further calculations provide representative mean values.

When the rotor blades move through the probe vol-
ume, strong light reflections occur and may destroy the

Fig. 5.146 3C-Doppler L2F probe
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photomultiplier. In order to avoid this problem either
the laser beam is switched off during the short blade-
passage time by means of Pockels or Bragg cells, or the
photomultipliers are gated by changing the polarization
of the high voltage between the cathode and first dyn-
ode. During this blade-passage time – a small part of the
blade period – the data collection is interrupted.

Three-Component Systems
To date the two-component LT technique has been best
suited to overcoming serious access problems, since it is
a back-scattering technique with a confocal optical beam
path. This is the main reason why the two-component
LT technique is well established in the experimental
flow analysis of turbomachines, where the optical access
problems are most severe.

This statement is not valid when three-
component measurements are considered. Standard
three-component velocimeters consist of two separate
optical units – one or two velocity-component measuring
devices – which are angularly displaced and operate on
a common probe volume. For reasons of measurement
accuracy of the velocity components the displacement
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Fig. 5.147 Schematic of the 3C-Doppler L2F device

angle should be at least 30◦, which leads to a solid an-
gle of greater than 40◦ necessary for optical access. This
condition cannot be fulfilled in most turbomachinery
applications.

A specially designed three-component LT sys-
tem [5.540, 545] is on the market today and in use at
various European institutions. This system (Fig. 5.145)
is set up with two independent two-component LT sys-
tems with a tube-type optical head construction. The
two tubes are mounted on a mechanical rotation unit
inclined to the rotational axis at an angle of 7.5◦. The
location where the laser beams intersect is on the ro-
tational axis and determines the probe volume. From
the two-component data of the two independent LT sys-
tems the three velocity components can be deduced.
Since the system is designed to adjust to the maximum
sensitivity of the radial component measurement au-
tomatically, the solid angle required for optical access
is only 20◦, remarkably smaller than that needed for
a standard three-component arrangement.

Even though this three-component system is well
suited for turbomachinery measurements in general
there are extreme applications where either this small
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Fig. 5.148 Absolute velocity distribution measured at 0%
meridional length just in front of the blades

solid angle for optical access is still too large or where
not enough space is available to place and operate the
optical head. In these cases only two-component sys-
tems can be used because they only need an 11◦ solid
angle for optical access.

Recently a new three-component system was devel-
oped, called the 3C-Doppler-L2F, which operates with
the same confocal optical setup as the two-component
LT system, thus enabling three-component measure-
ments even under difficult conditions, e.g., in centrifugal
compressors, to be carried out. This technique combines
the principle of the LT method with the principle of
the Doppler global velocimetry [5.546, 547]. From the
time-of-flight data, the standard two-component meas-
urements provide the velocity vector component in the
plane perpendicular to the optical axis. An additional
frequency analysis of the scattered light determines the
Doppler frequency shift, which represents the velocity
component along the optical axis. The Doppler shift is
measured by using the frequency-dependent absorption
of iodine.

The system was developed for an application in
a transonic centrifugal compressor and designed in the
shape of an optical probe with an outer diameter of
25 mm and a probe throw of about 100 mm. The 3C-
Doppler-L2F probe is shown in Fig. 5.146.

The setup of the 3C-Doppler-L2F device is shown in
Fig. 5.147. A frequency-stabilized argon-ion laser with

an intracavity etalon is used as a light source. While op-
erating in multicolor mode, the Ar+ laser was frequency
stabilized using the green line (λ= 514 nm). The laser
was fibre linked to the probe head. Lens f1 collimates
the laser beam emerging from the fibre end and guides
the multicolor beam to a dispersion prism where the var-
ious colors experience different angular deflections, so
that with the aid of lens f2, parallel beams with differing
colors and separations are focused in the probe volume
(PV).

The multicolor light scattered by the particles
traversing these beams is collected by the outer area
of lens f2 and sent through the same dispersion prism,
where the various colors are again deflected such that the
light produced at the various places in the probe volume
is projected on a single focal point by lens f3 and thus
may be coupled into a multimode receiving fibre, which
additionally functions as a aperture for spatial filtering.
The receiving fibre guides the multicolor scattered light
to a color-separation unit where the various colors of the
detected light are separated and launched into the three
assigned fibres.

The scattering light pulses from the 488 nm and
496 nm laser beams in the probe volume are guided to
a L2F processing unit, where the start and stop signals
for the time-of-flight measurements are generated. The
signals are processed by standard commercially avail-
able L2F signal processors and provide the two-velocity
component v⊥ and angle α in the plane perpendicular to
the optical axis

The velocity component vZ along the optical axis
is deduced from the Doppler-frequency shift analysis
using the scattering light pulses from the 514 nm laser
beam in the probe volume. In this Doppler analyzing
unit the 514 nm scattering light is collimated and split
by a nonpolarizing beam splitter into two beams of equal
intensity, One beam is guided through an iodine cell, pro-
viding signal light pulses while the other beam is guided
through a multimode fibre that serves as an optical de-
lay line. Along this path the reference light pulses are
transmitted. Both pulses are detected by a single pho-
tomultiplier with a constant time delay determined by
the fibre. The amplitude ratio of these pulses is pro-
portional to the transmission T (ν) of the iodine cell,
from which the scattered light frequency can be derived.
The measurement uncertainty of the vZ -component is
±0.5 m/s.

The 3C-Doppler L2F system was applied to a cen-
trifugal compressor in order to measure the flow field in
the rotating flow channels of a transonic splitter blade
impeller of advanced design [5.548, 549]. These flow
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data are very much desired for the validation of 3-D
Navier–Stokes numerical simulations.

In Fig. 5.148 the velocity distribution between two
main blades measured just in front of the rotor leading
edge is plotted. The three-component absolute velocities
are represented by the vector plot of the velocity compo-
nents within the measurement plane and the color-coded
out-of-plane velocity component CmL2F. The triangu-
larly shaped area in the central upper part of the plot
is the region where the relative intake velocity is super-
sonic. The steep gradient on the left side of this region
indicates the location of a compression shock where the
supersonic relative velocity suddenly changes to sub-
sonic. The splitter blades, which are centered between
two main blades (Fig. 5.148), are not shown in this plot
since their leading edge is located further downstream at
30% of the meridional length. Their upstream influence
on the flow at the location in front of the rotor, however,
is presumably indicated by the in-plane flow vectors

pointing upwards between the two main blades. Another
successful application in a low-pressure turbine demon-
strates the outstanding capability of the three-component
Doppler L2F system.

Outlook
Nowadays planar velocimetry systems such as the par-
ticle image velocimetry and global Doppler velocimetry
are common, as they are very efficient and therefore cost
saving. These planar systems in comparison to point
measurement techniques also supply additional infor-
mation such as visualization of flow structures, and for
this very reason are very much in use today. However
for planar systems the problem of optical accessibility is
more severe and cannot be solved in some applications.
Therefore we are convinced that point measurement
techniques, and LD and LT velocimetry, will continue
to be of importance in the future, especially in turboma-
chinery flow research.

5.4 Molecular Tagging Velocimetry (MTV)
Molecular tagging velocimetry (MTV) is a whole-field
optical technique that relies on molecules that can be
turned into long-lifetime tracers upon excitation by
photons of appropriate wavelength. These molecules
are either premixed or naturally present in the flowing
medium (i. e., unseeded applications). Typically a pulsed
laser is used to tag the regions of interest, and those
tagged regions are interrogated at two successive times
within the lifetime of the tracer. The measured La-
grangian displacement vector provides the estimate of
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Fig. 5.149a–c Typical MTV image pairs and the resultant velocity field [5.550]. The flow shown is from a vortex ring
impacting on a flat wall at normal incidence. The axis of symmetry is indicated by the dashed lines. (a) The grid imaged
1 µs after the laser pulse. (b) The same grid imaged 8 ms later. (c) The velocity field derived from (a) and (b)

the velocity vector. This technique can be thought of
as essentially a molecular counterpart of particle image
velocimetry (PIV), and it can offer advantages com-
pared to particle-based techniques where the use of
seed particles is not desirable, difficult, or may lead
to complications. Figure 5.149 illustrates one imple-
mentation of the technique where the particular tracer
used is a water-soluble phosphorescent supramolecule.
A planar grid of intersecting laser beams, formed from
a pulsed excimer laser (20 ns pulse width, 308 nm wave-
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length), turns on the luminescence of the supramolecules
that are premixed in a water flow of a vortex ring ap-
proaching a solid wall at normal incidence [5.550]. The
displacement of the tagged regions is determined, in this
case, using a direct spatial correlation method. The con-
ventional planar imaging shown in Fig. 5.149 provides
information on two components of the velocity vector,
the projection onto the viewed plane. Stereo imaging can
produce the complete three components of the velocity
vector [5.551].

While the earliest use of MTV can be traced back
at least three decades, this technique has seen sig-
nificant advances over the past 15 years [sometimes
under alternate titles such as laser-induced photochemi-
cal anemometry (LIPA) and flow tagging velocimetry].
The ability to non-intrusively tag the molecules in a flow-
ing medium and observe their subsequent evolution
offers other possibilities besides velocimetry in fluid
flows. Depending on the tracer properties and the method
of implementation, molecular tagging can be used for
flow visualization, simultaneous quantification of veloc-
ity and scalar (concentration or temperature) fields, and
novel methods in the study the Lagrangian evolution
of scalar fields, entrainment, and mixing. As we de-
scribe the various elements involved in using molecular
tagging techniques, and in particular molecular tagging
velocimetry, we draw attention to several review articles
that have appeared in the past [5.552–555], in addition to
a special issue of Measurement Science and Technology
on this topic [5.556].

5.4.1 The Photochemistry of MTV:
Molecular Tracers
and Chemical Mechanisms

A molecular complex is suitable for molecular tagging
applications if its lifetime as a tracer is long enough rel-
ative to the flow convection time scale to allow sufficient
displacement of the tagged regions during the interro-
gation time. The photophysical properties of the tracer,
in turn, dictate the wavelength and number of photon
sources needed to create the tracer (i. e., the tagging
process) and those needed for interrogation.

All MTV techniques are based on the chemistry
of molecules in electronic excited states. Normally
residing in dark or ground states, molecules enter
excited states when they absorb energy from the
environment. Electronically excited molecules are gen-
erally very reactive, eventually returning either to
their original ground state or to a new ground-state
molecule. The departure of a molecule from its ex-

cited state may occur in the absence of a reacting
partner (called an intramolecular decay process) or
with the help of a second molecule (called an in-
termolecular decay process), as shown schematically
in Fig. 5.150.

Figure 5.150a depicts the intramolecular processes
that govern the decay of an isolated excited state mol-
ecule to its ground state. Competing photon emission
(radiative) and thermal (nonradiative) relaxation path-
ways are described by the radiative (kr) and nonradiative
(knr) rate constants, respectively. The radiative rate con-
stant is an intrinsic property of the molecule and it
reflects the probability of the excited state emitting
a photon of a given frequency; kr is directly related
to the ability of the molecule to absorb light, described
by the oscillator strength or the molar absorptivity con-
stant [5.557–559]. knr encompasses all decay pathways
that do not lead to photon emission. Nonradiative de-
cay most typically entails the conversion of an excited
state’s electronic energy into high-energy vibrations of
the ground-state molecule [5.560–562]. Vibrational re-
laxation to the equilibrated ground state molecule (M)
is accompanied by the concomitant release of heat
(k(M)

nr ); alternatively, the excess vibrational energy may
be manifested in the creation of a different ground-
state molecule (k(P)

nr ), called the photoproduct. The
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Fig. 5.150 (a) Simple excited-state diagram for intramolecular de-
cay processes of a molecule in an excited state M∗. The radiative
rate constant kr and nonradiative rate constant k(M)

nr describe the con-
version of M∗ to its ground state M by photon and thermal emission,
respectively. k(P)

nr is the rate constant describing the return of M∗ to a
new molecule P. (b) The excited state diagram including intramolec-
ular and intermolecular decay processes of a molecule in an excited
state M∗. The quenching rate constants k(M)

q and k(P)
q describe the

intermolecular conversion of M∗ by quencher Q to its ground state
M or a new ground-state molecule P
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overall nonradiative decay rate constant knr is simply
knr = k(M)

nr + k(P)
nr .

The interplay between kr and knr determines
the fundamental properties of molecules in excited
states [5.557, 563]. The intensity of the luminescence
I0 is directly dependent on the luminescence efficiency,
usually called the emission quantum yield Φe, which
is the ratio of the number of photons emitted per pho-
tons absorbed. The emission quantum yield is directly
related to kr and knr by the following expression

I0 ∼Φe = kr

kr + knr
= krτ0 , (5.301)

where τ0 is the observed lifetime of the electronic excited
state, and

τ0 = 1

kr + knr
. (5.302)

Nonradiative relaxation pathways usually dominate
(i. e., knr � kr) and, as can be seen from (5.301),
molecules under this condition will remain dark upon
excitation. However, when thermal emission is ineffi-
cient with regard to photon emission (i. e., kr � knr),
excited states will literally light up or luminesce.

Two types of luminescence are of significance to
MTV techniques: fluorescence and phosphorescence. In
the ground state, virtually all molecules reside in elec-
tronic states in which the electrons are paired. For this
situation, a molecule is said to be in a singlet ground
state. Quantum-mechanical rules dictate that the most
probable transitions to excited states will be to other
singlet excited states. Fluorescence is the radiative pro-
cess that accompanies the relaxation of a molecule from
a singlet excited state to its singlet ground state. Because
singlet-to-singlet transitions are quantum-mechanically
allowed, they occur with a high probability. Hence kr is
large, ranging from 108 to 1010 s−1. From the perspec-
tive of (5.301) and (5.302), there are two consequences
of such large values of kr. Nonradiative decay channels
knr are generally not competitive with kr (i. e., kr � knr).
As deduced directly from (5.301), the emission intensity
of a fluorescent excited state is therefore intense. More-
over, the lifetime of a fluorescent excited state will also
approach that of k−1

r (5.302); thus fluorescent lifetimes
are short, on the order of 1–100 ns with most fluorescent
lifetimes being ≈ 2–10 ns.

Conversely, phosphorescence is long-lived because
the transitions between the excited state and ground state
are forbidden. In a phosphorescent excited state, the
electrons are triplet-paired or aligned with each other.
Here the absorption process occurs between the sing-
let ground state and an excited state of different spin.

Quantum-mechanically this is a forbidden transition,
and hence kr is small. The radiative decay rates can
therefore approach seconds and the phosphorescence
lifetimes can be large (owing to the small kr). However,
the phosphorescence intensity from the spin-forbidden
excited state may be significantly weaker than fluores-
cence because knr will become competitive with kr on
the micro- to millisecond time scale. Moreover, because
the absorption cross section of the triplet state is small,
it is usually not produced by direct absorption. Alter-
natively, the triplet excited state is usually populated
from a correspondent singlet state by the intersystem
crossing (ISC) process. Because the triplet has a lower
energy than the singlet, the wavelength for phospho-
rescence is significantly red-shifted from the absorption
profile. Thus, whereas the wavelength difference be-
tween the absorption and emission profile (known as the
Stokes shift) may be relatively small for fluorescence,
a large shift between the wavelengths of absorption and
phosphorescence is typically observed.

Equations (5.301) and (5.302) only consider the
intramolecular decay processes of the excited-state mol-
ecule in the absence of external reactants. Because
electronically excited molecules are highly energetic,
they are susceptible to intermolecular reactions in which
M∗ physically or chemically interacts with species in
its environment (called quenchers Q) [5.564] to again
return to ground state M or to another molecule P
(Fig. 5.150b). When quenching processes are present,
(5.301) and (5.302) must be modified by adding kq[Q]
to their denominators,

I ∼Φe = kr

kr + knr + kq[Q] , (5.303)

τ = 1

kr + knr + kq[Q] , (5.304)

where kq is the quenching rate constant and the con-
centration of the reacting partner [Q] accounts for the
bimolecular nature of the quenching process. It fol-
lows from this formalism that quenching pathways are
dissipative and their presence will diminish the lumi-
nescence intensity and shorten the excited-state lifetime.
The Stern–Volmer relation quantitatively defines the at-
tenuation in luminescence lifetime and intensity under
quenching conditions as

I0

I
= τ0

τ
= 1+ τ0kq[Q] , (5.305)

where I0, I , and τ0, τ are the luminescence intensity
and lifetime in the absence and presence of Q, respec-
tively. Owing to the short lifetimes of singlet excited
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states, significant concentrations (typically 0.01 molar
or greater) of Q are required to quench fluorescence.
This is not the case for phosphorescence. The long
lifetimes of phosphorescent excited states makes them
especially susceptible to quenching at extremely small
concentrations of Q.

Most of the imaging techniques based on molecu-
lar tagging may be understood in the context of the
simple relations defined by (5.301–5.305). Below is
a description of the chemistry behind these techniques.

The Different Mechanisms of MTV
The four basic mechanisms that encompass current
MTV techniques are shown in Fig. 5.151. Sometimes
referred to as laser-induced photochemical anemometry
(LIPA), mechanism A describes measurements based
on the image produced by a photochromic dye and is
the only MTV technique that relies on measuring ab-
sorbance. Light excitation produces a high-energy form
of the dye, which is usually more strongly absorbing
than the ground-state molecule M (usually from trans-
parent to opaque); the dye molecules in the flow are
therefore tagged by the darkened image. Mechanism B
describes the Raman excitation plus laser-induced elec-
tronic fluorescence (RELIEF) technique. In a RELIEF
experiment, a high-energy form of the molecule, M′
(specifically vibrationally excited oxygen), is also re-
sponsible for creating the image. But unlike in LIPA, M′
emits photons upon subsequent irradiation. The RELIEF
image is therefore revealed by detecting luminescence
rather than absorbance. Mechanism C relies on the pro-
duction of a luminescent molecule P upon excitation
of a ground-state molecule M. For the technique with
the moniker photoactivated non-intrusive tracing of mo-
lecular motion (PHANTOMM), a laser dye is produced.
Variants of the technique arise from the production of
different P species: ozone in the oxygen tagging ve-
locimetry (OTV) technique, hydroxyl radicals in the
hydroxyl tagging technique (HTV), and two techniques
based on the photorelease of NO. In each case, a lumi-
nescent image is produced upon excitation with a write
laser and the image is detected by irradiating with a sub-
sequent read laser pulse. Within mechanism C we also
include the reverse approach such as photobleaching
where, instead of releasing a luminescent tracer, a non-
luminescent species is produced from fluorescent dyes,
thereby creating a negative image. Mechanism D is
the most straightforward of the MTV techniques. An
excited-state molecule M∗ is produced by excitation. An
image is detected by directly monitoring the long-lived
phosphorescence from M∗ upon its radiative return to its

ground state M. Details of each of the MTV techniques
are presented next.

Mechanism A: MTV by Absorbance. Originally in-
troduced by Miller [5.565] for visualizing flows,
photochromic chemicals were extensively used first
by Hummel and his group for velocity measure-
ments [5.566–569] and subsequently were more-
thoroughly applied to the MTV technique by Falco and
Chu [5.570] under the acronym LIPA. In a photochromic
process, laser excitation of molecule M produces an elec-
tronically excited molecule M∗, which then relaxes by
nonradiative decay (k(M)

nr and k(P)
nr ). Whereas most of the

vibrational energy is released as heat (k(M)
nr ), some vi-

brational energy is channeled into the making and/or
breaking of bonds (k(P)

nr ) to produce a high-energy form
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Fig. 5.151 The different mechanisms of MTV. M and M∗
designate a molecule in its ground and electronic excited
state, respectively, and P indicates the formation of a new
molecule. Consistent with Fig. 5.150, solid arrows describe
radiative transitions and wavy arrows indicate nonradiative
transitions. The excitation lines are color-coded to empha-
size the number of different frequencies typically needed
for each experiment. The different diagrams summarize
the photochemistry and photophysics that give rise to the
various MTV techniques under the various acronyms of
LIPA based on photochromism (type A), RELIEF (type B),
PHANTOMM, OTV, HTV (type C), and direct lumines-
cence (type D)
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of the molecule Ptaut; in chemical terms, this high-energy
molecular species is called a tautomer (the same molecu-
lar framework connected by a different bonding pattern).
This tautomeric process is adaptable to MTV because
the absorption spectra of M and Ptaut are different. The
color change accompanying the M-to-Ptaut conversion
can be detected by exciting with a white-light source. In
the context of MTV description, the long-lifetime tracer
in this case is the newly produced Ptaut, which can persist
for several seconds to minutes.

The photochromism of commercially available sub-
stituted benzyl pyridines and spiropyran dyes have been
used for most velocimetry measurements to date. The
structure of these dyes and their overall photochemistry
are depicted in Fig. 5.152. The nature of the Xi sub-
stituent on either tracer may be varied to tune the precise
spectroscopic and photophysical properties of the dye.
In the benzyl pyridine and spiropyran systems, M is col-
orless to slightly yellow, whereas Ptaut is dark blue. This
color change results from the increased conjugation (the
alteration of single and double bonds) of the molecular
framework upon conversion to the high-energy tautomer.
For the molecules on the left side of Fig. 5.152, electrons
in the π system of the dye (those electrons associated
with the alternating single and double bonds) are con-
fined to a single six-membered ring (highlighted by the
dark outline). Excitation to M∗ followed by subsequent
nonradiative decay causes the making and breaking of
bonds such that the π system is extended. The increase
in the conjugation allows the electrons to delocalize
over a longer part of the molecule, resulting in a red
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Fig. 5.152 Photochemical transformations of two popular pho-
tochromic dyes used for MTV: the substituted benzyl pyridines
(top) and spiropyran dyes (bottom). The molecules are labeled with
respect to the M and Ptaut designations of Fig. 5.150 (mechanism A).
The bold lines show the molecular framework responsible for the
color change upon laser excitation

shift of the absorption spectrum from the ultraviolet to
the visible spectral region as explained by quantum-
mechanical particle-in-a-box formalisms [5.571]. Use
of photochromic chemicals requires two photon sources.
When solutions of the photochromic tracers are irradi-
ated with a write laser, typically a UV laser (e.g., with
a wavelength of 351 nm), Ptaut is produced and an opaque
image is generated along the path of excitation. A sec-
ond light source (usually a white-light source) is then
needed to see or read the image.

There are several advantages of molecular tagging
by a photochromic tracer. The nonradiative conversion
from M∗ to Ptaut occurs rapidly, within the duration of
a nanosecond laser pulse, and hence the image is formed
promptly upon laser irradiation. The conversion of Ptaut
back to M occurs reversibly so the tracer is reusable.
Moreover, Ptaut persists for several seconds to minutes
before thermally converting back to M. Thus, flows mov-
ing at slow speeds may be studied and the photochromic
tracer can be used repeatedly. Though yet to be imple-
mented in fluid flow studies, there are numerous other
photochromic imaging systems offering a wide range of
available chemical and spectroscopic properties. A pur-
ported drawback of this mechanism is the insolubility of
these photochromic dyes in water. While it is true that
most studies using photochromics have been performed
in organic liquids (typically kerosene), relatively mi-
nor chemical modifications to many photochromic dyes
would enable them to dissolve easily in water [5.572].

Despite these advantages (i. e., long lifetime,
reusable), there is one drawback of photochromic sys-
tems that limits their overall utility for MTV. Because
the image is produced by a change in absorbance, the
difference between the incident and transmitted light
must be measured, a task which greatly complicates data
collection and analysis. Indeed, emitted light (against
a black background) is more easily and accurately de-
tected than transmitted light, and consequently images
based on luminescence are more amenable to MTV. For
this reason, the major advances in the MTV technique
in recent years have been made with the luminescence-
based imaging schemes of mechanisms B, C, and D.
Nevertheless, MTV with photochromics have been used
effectively in fluid-dynamics studies [5.570, 573–579].

Mechanism B: MTV by Vibrational Excited-State Flu-
orescence. The Raman excitation plus laser-induced
electronic fluorescence (RELIEF) technique was de-
signed by Miles and coworkers [5.580–584] for
molecular tagging in unseeded air flows. The technique
is schematically described in Fig. 5.151 (mechanism B).
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The oxygen in the air flow is tagged by a laser to produce
oxygen in a vibrational excited state, which is long-lived
and its displacement can subsequently be interrogated,
or read, by exciting to an electronic excited state that is
emissive. The mechanism is ingenious in its design be-
cause the long-lifetime tracer needed to follow the flow is
derived from the vibrational excited state of oxygen; the
short-lived fluorescence of the electronic excited state
of oxygen is used only to interrogate the vibrationally
excited molecule.

RELIEF is the most spectroscopically sophisti-
cated MTV technique. The spectroscopic underpinning
of RELIEF is based on the stimulated Raman ef-
fect [5.585], which is familiar to most as a method to
Raman-shift the wavelength of light from a laser pump
source. In normal Raman scattering, laser irradiation of
frequency ν0 results in the spontaneous population of
a vibrational excited level. The populations are small,
however, and vibrational excited states are not produced
in sufficient concentration to be viable for velocimetry.
At high laser irradiances (electric fields of > 109 V/m)
nonlinear effects dominate, such that a substantial frac-
tion of the exciting radiation of frequency ν0 is converted
into radiation of frequency ν0 ±nν, where ν is the vi-
brational frequency of the molecule. Most of the power
(sometimes as much as 50%) is transferred to the first
Stokes line, ν0 −ν. In the context of Fig. 5.152, the ex-
citing nonlinear radiation ν0 −ν pumps the system from
its ground to its first vibrational level by driving the
system through a virtual excited state (indicated by the
dashed lines). For oxygen, the process involves the pop-
ulation of the first vibrational level (υ = 1) of the 3Σ−

g
electronic ground. The formation of the long-lifetime
tracer, i. e., the vibrationally excited oxygen, is rapid
and occurs within the laser pulse of order 10 ns. This
vibrational level can be very long-lived, approaching
27 ms at 1 atm [5.586]. However, for MTV applications,
the usable lifetime is in the 100 ms range owing to col-
lisional deactivation of vibrationally excited oxygen by
water and carbon dioxide [5.587]. In most applications
to date, the time delay between tagging and interrogation
has been of order 10 µs or less. From the 3Σ−

g (υ = 1)
vibrational excited state, oxygen can be excited to its
3Σ−

u (or sometimes referred to as the B) excited state
(responsible for the famous Schumann–Runge bands of
oxygen [5.588] from which 200–400 nm fluorescence
may be observed for interrogation purposes.

The requirement of three frequencies (i. e., two to
tag, one to interrogate) makes the RELIEF technique
challenging to implement. The power transferred to the
first Stokes line at ν0 −ν is related exponentially to the

incident laser power. The intense light at the difference
frequency needed to produce sufficient concentrations
of the vibrationally excited oxygen is provided by mix-
ing the 532 nm second harmonic of a Nd:YAG laser and
the 580 nm output of a dye laser, or a Raman-cell fre-
quency shifter, also driven by the 532 nm line of the
same Nd:YAG laser. For interrogation, the 193 nm out-
put of an ArF excimer laser is needed to promote the
vibrationally excited oxygen molecules into the fluores-
cent Schumann–Runge manifold. On the detection side
of the experiment, the overall imaging of the flow is
complicated by the fact that the 3Σ−

u fluorescent excited
state of oxygen is predissociative, leading to the ho-
molytic cleavage of the oxygen–oxygen bond [5.589].
Bond cleavage is of course a nonradiative decay process,
hence the overall quantum efficiency for fluorescence
is small. In addition, the electronic communication be-
tween excited and ground states is poor (owing to
poor Franck–Condon factors) so that the efficiency
for fluorescence is further compromised. Despite these
challenges, MTV measurements with RELIEF have
been successfully carried out in gas-phase, oxygenated
flows [5.581–583, 590, 591].

Mechanism C: MTV by Photoproduct Fluorescence. The
photoactivated non-intrusive tracking of molecular mo-
tion (PHANTOMM) method is based on tracers that
would otherwise luminesce if not for the attachment
of a deactivating, or caging, group. First introduced by
Lempert et al. [5.592] for liquid-phase flows, the over-
all technique relies on two sources of photons. Laser
excitation leads to the photolytic removal of the deac-
tivating group to produce a fluorescent dye with high
emission quantum efficiencies. In the context of MTV
description, the long-lifetime tracer in this case is the
uncaged laser dye, which can persist for a very long
time. The laser dye is spatially produced only where the
write laser has excited the flow. The displacement of the
tagged regions is revealed by illuminating the flow with
a read laser to reveal the fluorescence from the uncaged
dye. The uncaged dye can be tracked indefinitely since
the photolytic removal of the deactivating group is ir-
reversible. For this reason, the PHANTOMM technique
can accommodate very slow flow speeds and has been
utilized in several novel applications [5.593–599].

An obvious question is why does the laser dye need
to be photogenerated in the first place? Returning to
the discussion of Sect. 5.4.2, fluorescence is short-lived;
thus a fluorescent image that is directly produced by
laser excitation will exist for only 1–10 ns. The glowing
image is too short-lived to lead to sufficient displace-
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ment over the convection timescale of most flows. The
PHANTOMM technique overcomes this limitation by
uncaging the fluorescent dye. From a chemical perspec-
tive, PHANTOMM is the luminescent counterpart to
LIPA. In both techniques, an initial excitation pulse
is used to produce a tracer, which can be followed
in time; with LIPA the tracer is absorbing and hence
tracked by the detection of transmitted light, whereas in
PHANTOMM the tracer is tracked by detecting emitted
light.

The detection of a fluorescent image offers several
advantages to the PHANTOMM technique. Because the
transition between the singlet excited state and singlet
ground state is allowed for strongly absorbing mater-
ials such as organic laser dye molecules, kr approaches
109 s−1. This rate of radiative relaxation is so large that
the nonradiative decay channels knr are generally not
competitive (i. e., kr � knr). From (5.301), the emis-
sion intensity of the PHANTOMM image is therefore
intense. Also because fluorescence lifetimes are short
[on the order of ≈ 1–10 ns (5.302)], the excited state
(and hence the tagged region in the PHANTOMM
technique) is not readily quenched by oxygen. This
can be understood within the context of (5.305). The
quenching rate for oxygen is diffusion controlled (i. e.
, kq = 109 mol−1s−1), and its concentration in solution
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Fig. 5.153 Chemical structures of two PHANTOMM trac-
ers before and after photolytic cleavage of the deactivating
group. The photochemistry of the top caged tracer produces
a fluorescein dye, whereas that of the bottom caged tracer
yields a pyrene fluorophone

is typically 10−3 mol. With an excited-state lifetime of
≈ 10−9 s−1, a maximum quenching of 0.1% will be
observed. Thus the fluorescence image is not affected
by air, a fact long known to the practitioners of laser-
induced fluorescence (LIF). The short lifetime of the
fluorescence of uncaged dye offers another significant
advantage for increasing signal gain. Once uncaged,
a dye can be excited multiple times, allowing for multi-
ple photons to be detected from an individual activated
dye over time durations that are short with respect to
fluid motion. Lempert et al. [5.592] have estimated that
the photogenerated fluorescein dye (with its natural ra-
diative lifetime of 4.5 ns and quantum yield of 0.90) can
emit 150 photons over the duration of a conventional
flashlamp-pumped dye laser (FWHM = 2 µs), which is
a time scale that is frozen with respect to fluid motion in
most liquid applications.

A variety of caged fluorescent dyes is currently
available commercially from Molecular Probes, Inc.
(Eugene, Oregon, USA). Two such tracers are shown
in Fig. 5.153. In each case the dye is modified with
a methoxynitroaromatic deactivating, or caging, group.
The covalent attachment of the deactivating group ren-
ders the latent fluorescent dye nonemissive. The tracers
can be activated with the third harmonic of a Nd:YAG
laser (355 nm) to produce dyes with luminescence prop-
erties of fluorescein and pyrene. Though the precise
mechanism for the photolytic removal of the deacti-
vating group has yet to be determined, it likely occurs
via well-known resonance structures involving the ni-
tro group to yield an aldehyde through a photochemistry
that appears to be initiated by π to π∗ excitation of the
deactivating group [5.600]. However, even though the
excitation light may be absorbed within the appended
group, it cannot be contained there and it is free to
flow to all bonds in the molecule on vibrational time
scales (sub-picosecond). The nonspecificity of the ex-
citation process means that the photolytic removal of
the group does not occur immediately upon laser exci-
tation; specifically, the deactivating group falls off the
dye on millisecond time scales [5.592], which estab-
lishes the upper limit for the flow speeds that can be
investigated. Moreover, as emphasized in Fig. 5.153, the
luminescent dye is produced irreversibly by cleavage of
a covalent bond. Thus the overall tracer can be used only
once. A significant advance to the overall approach will
be creation of photoactivated dyes that can be uncaged
promptly and reversibly.

Interestingly, the PHANTOMM concept, though
not so named at the time, was first implemented
by Boedeker [5.601], and further utilized by Goss
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et al. [5.602], using a much simpler tracer molecule
than those shown in Fig. 5.153. Water will photodisso-
ciate to OH and H radicals upon two-photon excitation
at 248 nm [5.603]. Subsequent excitation with a second
laser at 308 nm yields the fluorescence characteristic of
the Q1 transitions [5.604] of the OH radical. With regard
to the PHANTOMM construct, the caged tracer is water,
the deactivating group or cage is an H radical, and the flu-
orescent dye is the OH radical. The need for two-photon
excitation to release the OH radical makes the tech-
nique difficult to implement. Nevertheless, Boedecker’s
approach permits gas-phase flows to be imaged by the
PHANTOMM technique with the caveat that the OH
radical tracer has a short lifetime and thus is restricted to
high-speed flows. Related studies by Goss et al. [5.605]
have expanded Boedeker’s approach to permit high-
speed combusting flows to be imaged by luminescence
from C, C2, and CN tracers produced by the photolysis
of hydrocarbons.

Under the acronym hydroxyl tagging velocimetry
(HTV), Pitz and coworkers have advanced the use of
OH radical fluorescence by replacing the two-photon
write pulse with a one-photon pulse [5.606–611]. In this
adaptation, single-photon dissociation of vibrationally
excited water molecules to produce the OH radical
is achieved by the 193 nm excitation wavelength of
an ArF excimer laser. The tagged regions are imaged
with the OH radical fluorescence excited by the 248 nm
wavelength of a KrF excimer laser. Though not yet im-
plemented, the 308 nm excitation frequency of a XeCl
excimer laser should also be suitable to image the OH
radical fluorescence. The technique has been used to
image the flow fields of combusting H2–air flames. At
lean concentrations of H2, OH radical lifetimes approach
1 ms. For rich H2 flames, however, the lifetime of the OH
radical drops to ≈ 200 ns owing to its reaction with H2 to
produce H2O and a H radical. The advantage of single-
photon generation of OH radical from H2O is that larger
spatial regions can be tagged with single-photon excita-
tion. HTV has recently been used in a noncombusting
supersonic flow where water was sprayed upstream to
provide moist air and adequate OH signal level [5.609].

In the ozone tagging velocimetry (OTV) technique
of Pitz and coworkers [5.608, 612, 613] the caged dye
is ozone, which is created from oxygen O2 by the
same reaction chemistry that produces ozone in the up-
per atmosphere. The basic photochemistry of the OTV
technique is shown below:

O2 +hν(λ= 193 nm) → O(3P)+O(3P)

O(3P)+O2 → O3 ,

O3 +hν(λ= 248 nm) → O(3P)+O∗
2

O∗
2 → O2 +hνfluor .

Two sources of photons are therefore needed for this ap-
proach. The 193 nm light from an ArF excimer laser
impinging on air causes oxygen to dissociate into
two oxygen radicals. These O(3P) radicals react with
undissociated oxygen to produce ozone O3, which is
the long-lifetime tracer and the tagging reagent. After
a known delay time, the position of the O3 tag line is re-
vealed by the application of a 248 nm pulsed laser sheet
produced from a KrF excimer laser. The 248 nm ex-
citation undoes the chemistry of the 193 nm laser line,
causing ozone to photodissociate to an O(3P) radical and
O2, which fluoresces via the Schumann–Runge transi-
tions that are accessed by the KrF interrogation laser.
The long imaging lifetimes are derived from the ozone
tracer, which is stable in air at room temperature. How-
ever, at increased temperatures, ozone is unstable with
respect to thermal decomposition; thus, the OTV tech-
nique is not suitable for hot flows (e.g., beyond 600 K). In
addition, the formation of O3 from O2 with the 193 nm
laser pulse is not rapid and occurs over a time scale
of ≈ 20 µs. In a situation similar to the uncaging of
fluorescein in the PHANTOMM technique, the delay be-
tween laser tagging and the generation of enough ozone
to obtain a fluorescent image with sufficient signal-to-
noise ratio dictates the fastest flow speeds that can be
accommodated.

Another tracer molecule that can be produced from
uncaging is nitric oxide NO. The fluorescence of NO
has long been used in LIF measurements [5.587]. As
with all the techniques described in this section, imple-
mentation of the tracer for MTV applications requires
its generation from a parent molecule. Whereas many
other smallmolecular tracers exhibit only short lifetimes
due to energy-transfer processes or high reactivity, NO
is stable on the millisecond time scale, thus allowing
relatively slow flows to be imaged. There are two caged
NO molecules that have been employed to date for this
MTV mechanism. NO2 may be dissociated in the fo-
cused beam of a 308 nm XeCl laser [5.614]. The NO
generated may be imaged by the fluorescence of NO,
generated by its excitation with a Raman-shifted 226 nm
line from a KrF excimer laser. NO may also be gener-
ated from tert-butyl nitrite seeded in an air or nitrogen
flow [5.615, 616]. NO is released upon excitation with
either a 193 nm ArF laser or a 248 nm KrF excimer
laser. The photodissociation cross section of the tert-
butyl nitrite at 248 nm is a factor of ≈ 2 smaller than
compared to 193 nm, but the pulse energies of the KrF
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lasers are generally higher. Finally, NO may be gen-
erated by irradiating air with an intense laser beam in
a method known as air photolysis and recombination
tracking (APART) [5.617–619]. The tracer results from
the creation of NO from reaction of N2 and O2 in the
field of illumination of a focused ArF excimer laser
beam (193 nm wavelength). This MTV scheme is at-
tractive because the air flow may be imaged without any
kind of seeding.

A different implementation of mechanism C for
MTV applications relies on the laser-enhanced ioniza-
tion (LEI) of an atomic species naturally present in the
flow or seeded into it [5.620]. The LEI technique re-
lies on the excitation a neutral atom or molecule to an
excited state near its ionization limit. A second pho-
ton can then be used to ionize the atom or molecule,
thus producing a depletion of the neutral species, which
is typically fluorescent. The detected region is revealed
by an attenuation of the luminescence intensity. Per-
taining to the mechanism described in this section, the
LEI technique yields a negative image, in contrast to the
foregoing techniques of this section. Instead of releasing
a luminescent tracer, the ionizing laser pulse produces
a nonluminescent species. Detection of a quenched lu-
minescence against a bright background complicates the
implementation of MTV and limits the overall dynamic
range of the technique. Most recently, the LEI tech-
nique has been improved by using the secondary laser
to produce a luminescent image [5.621]. In this imple-
mentation, neutral strontium ions seeded into a flame are
ionized by first resonantly exciting (λexc = 460.733 nm)
neutral strontium atoms from their ground state (5s2,
1S0) to a Rydberg state (5s15p1, 1P1), followed by sub-
sequent ionization of this excited species to produce
strontium ions with the 308 nm output of an excimer
laser. Fluorescence from the strontium ions is detected at
407.8 nm upon excitation with a 421.552 nm read laser
pulse. The precise excitation frequencies are produced
from XeCl-pumped dye lasers. The technique is some-
what cumbersome to implement as two pump and two
dye lasers are needed to produce the fluorescent image;
one laser system for the production of the strontium ions
and another to produce the laser-induced fluorescence
image. The short lifetime of strontium ions (of the order
of 60 µs due to ion–electron recombination processes)
makes this approach suitable for imaging supersonic and
hypersonic flows.

Yet another alternate implementation of mecha-
nism C includes a photobleaching approach. Continuous
excitation of organic dyes reduces the ability of the
dye molecules to absorb photons and emit fluores-

cence, thereby reducing the effective concentration of
active dye molecules and a reduction of fluorescence
emission from the bleached regions. The detrimental ef-
fects of photobleaching have been addressed previously
in quantitative LIF studies [5.622–624]. A first-order
description of the photobleaching process defines the
bleaching effectiveness in terms of a rate that is propor-
tional to the excitation source photon flux and properties
of the dye molecule, i. e., absorption cross section and
bleaching quantum efficiency [5.622]. As a result, ef-
fective photobleaching over a short timescale requires
a high-intensity laser source. In comparison with the
PHANTOMM concept, this is a reverse approach where,
instead of releasing a luminescent tracer, a nonlumines-
cent species is produced from fluorescent dyes, thereby
creating a negative image. As already described pre-
viously, however, detection of reduced luminescence
against a bright background complicates the implemen-
tation of MTV and limits the overall dynamic range
of the approach. Nevertheless, MTV measurements
based on photobleaching have been successfully carried
out [5.625–628].

Mechanism D: MTV by Direct Phosphorescence. Mo-
lecular tagging based on direct photoluminescence is the
easiest technique to implement. A single laser is used to
produce a luminescent excited state, which is extremely
long-lived and its displacement by the flow can be im-
aged by simply monitoring the emanating luminescence.
In the context of MTV description, the long-lifetime
tracer in this case is the excited-state molecule itself.
The emission of a photon returns the molecule back to
its ground state where the tracer may be re-excited; thus
the tracer is reusable.

The overall approach of the MTV technique based
on mechanism D is similar to LIF, but the tracer has
a long enough lifetime to permit sufficient displace-
ment of the luminescence-tagged regions with the flow.
The requisite long lifetimes of the tracer necessarily re-
quire the luminescence to be phosphorescence-based.
This presents two obstacles to the development of MTV
tracers for mechanism D. Successful imaging systems
with long lifetimes must display the intrinsic property
of a small kr, but knr must be even smaller if the emis-
sion quantum yield is to approach its theoretical limiting
value of unity (5.301, 302) and produce intense lumi-
nescence intensities. This requirement demands that
efficient nonradiative decay pathways be eliminated in
the design of imaging reagents. However, this property
does not necessarily ensure a viable MTV technique;
even if knr remains small with regard to kr, long-lived

Part
B

5
.4



Velocity, Vorticity, and Mach Number 5.4 Molecular Tagging Velocimetry (MTV) 371

excited-state molecules have enough time to react with
other molecules in their environment by quenching. As
discussed in the context of (5.303) and (5.304), quench-
ing leads to decreased emission intensity and lifetime,
respectively.

For MTV applications based on mechanism D,
quenching is an issue pervading most measurements.
Water, oxygen, and residual metals in the environment
are good quenchers of luminescence. As described by
(5.305), the lifetime and intensity of an excited state de-
crease with increasing concentration of these quenchers.
Thus a primary challenge in the design of any suc-
cessful imaging system is to minimize these quenching
pathways. The most problematic quencher in engi-
neering applications is oxygen, owing to its efficiency
and prevalence in the environment. Oxygen quenches
phosphorescent excited states by an energy-transfer
mechanism. The problems with oxygen in the MTV
technique can be explicitly demonstrated by consider-
ing (5.305). Typically the quenching rate for oxygen is
diffusion controlled (i. e., kq = 109 mol−1s−1), and its
concentration in solution is typically 10−3 mol and in
air is 10−2 mol. According to (5.305), the lifetime and
intensity of a tracer possessing an inherent 1 ms photo-
luminescence lifetime (τ0) will be attenuated by 103 in
oxygenated solutions and will be reduced by over 104

in air.
Indeed, in the absence of oxygen, MTV meas-

urements can be performed with a variety of organic
phosphors. Some of the popular tracers such as biacetyl
and acetone, which have often been used for flow visu-
alization and LIF concentration measurements, can also
be used as MTV tracers. The potential of biacetyl for
this purpose has been known for sometime [5.629–631],
and detailed multipoint measurements have been car-
ried out with it [5.632–639]. Biacetyl (also called
2,3-butanedione) has a broad absorption spectrum with
maxima at 270 and 420 nm. It is nontoxic and its rela-
tively high vapor pressure (40 Torr at room temperature)
allows a molar seeding of ≈ 5%. Biacetyl phosphoresces
with a high quantum yield (0.15) and with a life-
time approaching 1.5 ms in nitrogen and helium flows.
Nevertheless, oxygen completely quenches the green
phosphorescence of biacetyl, even when present at only
trace levels, rendering it impractical for general use in
oxygenated flows such as air. More recently, Lempert
and coworkers have demonstrated the acetone-based
MTV approach and applied it to high-speed microjet
flows [5.640, 641].

Long-lived, unquenchable tracers for MTV applica-
tions may be constructed by connecting small molecular

subunits in intricate ways to lead to elaborate molecu-
lar architectures [5.642–645]. These supramolecules
contain multiple sites with complementary function –
a photoactive center capable of emitting visible light
at one site and a docking site for the photoactive cen-
ter at the other. This strategy centers on manipulating
the fundamental parameters governing the luminescence
intensity of a photoactive center such that molecular
recognition of a constituent at the docking site causes
kr to be much greater than knr and kq [5.646]. In this
manner, it is possible to develop tracers with long-lived,
bright phosphorescence that are not quenched.

Examples of such tracers are those based on lan-
thanide ions such as europium (Eu3+) and terbium
(Tb3+) that have been developed for the study of two-
phase flows. These ions exhibit luminescence from
transitions involving electrons residing in orbitals buried
deep within the ion. For this reason, the luminescent ex-
cited state is shielded from the external environment.
Although oxygen will physically contact the lanthanide
ion upon collision, it cannot communicate with the
luminescent excited state owing to poor electronic cou-
pling [5.647, 648] and oxygen quenching of lanthanide
luminescence is not predominant. However, water is
an excellent quencher of lanthanide luminescence be-
cause its O−H bonds act as good thermal receptacles
for the excited-state energy of lanthanide-based ac-
tive sites [5.649]. The deleterious effect of water can
be circumvented by encapsulating the lanthanide ion
in a molecular cage – a cryptand ligand (Fig. 5.154).
The two nitrogens and five oxygens comprising the
three straps of the 2.2.1 cryptand ligand occupy seven
of the nine coordination sites of the lanthanide ion;
the two remaining coordination sites are important
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Fig. 5.154 A cryptand molecular cage encapsulates the
photoluminescent Tb+

3 ion (indicated by the shaded ball)
with two remaining coordination sites occupied by light-
harvesting groups, thereby allowing the photoactive Tb+

3
center to be indirectly excited
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for docking a light-harvesting group described below.
The excited states of lanthanide ions are intrinsically
bright lumophores, but they show little or no lumi-
nescence under direct irradiation because the excited
states are spin-forbidden, and therefore they have low
absorbance [5.650]. Docking or coordination of a light-
absorbing group like acetylacetonate (acac) at the two
unoccupied coordination sites opens up a conduit for
energy to flow from the light-harvesting group to the
lanthanide ion [5.651] and results in the green lumines-
cence of the Tb3+ ion, which subsequently decays with
its natural lifetime of 1.7 ms. This absorption-energy
transfer-emission process [5.652] allows the lanthanide
ion to be excited indirectly with intensities 103 –104

times greater than in its absence. Thus this tracer emits
brightly, possesses a long lifetime and its excited state
is not quenched by oxygen or water. These properties
have allowed successful use of this tracer in a study of
two-phase flows using the MTV technique [5.552].

Interest in developing tracers with even longer life-
times has led to a class of supramolecules called
cyclodextrins (CDs). Cyclodextrins are cyclic oligosac-
charides [5.653], formed from connecting six, seven, or
eight D-glucose rings (a common sugar) in a head-to-tail
arrangement (α-, β-, and γ -, respectively) (Fig. 5.155).
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Fig. 5.155 A cyclodextrin and the dimensions of the CD
cup for the α, β, and γ forms

The molecule is cup-shaped with its size determined by
the number of sugars in the structure. The CD most often
used in MTV applications [5.550] isβ-CD, which is con-
structed from seven sugar subunits, resulting in an outer
cup dimension of 15.3 Å and an inner cup dimension of
7.8 Å. Hydroxyl groups of the sugar rings encircle the
outer rims of the CD cup, imparting water solubility. To
increase the solubility even more, an additional gluco-
syl subunit is hung off of the rim (called Gβ-CD). The
hydrocarbon rings of the D-glucose subunits of the cup
walls define a water-repelling or hydrophobic interior
that allows it to absorb water-insoluble or hydropho-
bic compounds. Thus the cyclodextrin is a miniature
bucket that dissolves in water but will fill itself with
hydrophobic compounds.

The CD cup can be filled with a lumophore such as 1-
bromonaphthalene (1-BrNp). This molecule has a bright
fluorescence with a 9 ns lifetime. The purpose of attach-
ing the bromine to the molecule is to induce a crossing
from the fluorescing, singlet excited state to a triplet ex-
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Fig. 5.156 Phosphorescence from 1-bromonaphthalene (1-
BrNp) included within a CD is observed only when alcohols
are present. In the absence of alcohol (A), only blue fluo-
rescence is observed. Green phosphorescence is triggered
upon addition of an alcohol such as tert-butanol (B)
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cited state. The bright green phosphorescence (10 ms
is the natural lifetime but the lifetime may decrease to
≈ 5 ms when intense irradiation sources are used) from
1-BrNp is efficiently quenched by oxygen, even when
the lumophore is included within a CD cup, as shown in
Fig. 5.156 (spectrum A) where only the short-lived blue
fluorescence of the 1-BrNp is observed. The phosphores-
cence can be recovered when certain alcohols (indicated
collectively by ROH) are added to the solution. Exhaus-
tive equilibria, photophysical, and kinetics studies for
a series of alcohols [5.654] reveal that a ternary com-
plex (1−BrNp•Gβ−CD•ROH) is formed among the
alcohol, CD, and 1-BrNp. The mechanism that gives rise
to the triggered phosphorescence by alcohols is shown
in Fig. 5.156. In short, the alcohol hydrogen-bonds to the
rim of the CD cup, and the aliphatic end of the alcohol
flips over the hydrophobic interior of the CD. Accord-
ingly, the alcohol acts as a lid for the CD cup, thereby
shielding 1-BrNp from oxygen (Fig. 5.157). Phospho-
rescence enhancements can be very large, approaching
104 –105, depending on the fit of the alcohol lid to the
top of the CD cup [5.655].

The details of the MTV implementation and other
applications of the phosphorescent supramolecules de-
scribed above can be found in Gendrich et al. [5.550].
The choice of the alcohol and its concentration strongly
influence the phosphorescence lifetime and intensity.
For MTV studies, cyclohexanol and neopentanol are
the alcohols of choice, and the excitation sources used
to date are the 308 nm of the XeCl excimer laser or the
266 nm of quadrupled Nd:YAG laser. Since phosphores-
cence emission is produced only when all components

Fig. 5.157 Top and side views of computer-generated mo-
lecular model of the tracers from 1-BrNp, CD, and
cyclohexanol. The CD is speckled in the side view so that
the inside of the cup may be viewed. The purple molecule
is 1-BrNp and the multicolored molecule is cyclohexanol.
In the top view, the cyclohexanol obscures the 1-BrNp. It is
this blocking action that prevents oxygen from quenching
the phosphorescence of the 1-BrNp

(Gβ-CD, 1-BrNp, and alcohol) of the ternary complex
are present, it is possible to devise in addition to pure
velocimetry other applications for molecular-tagging
passive-scalar mixing regions, or chemical reaction in-
terfaces, and monitor their Lagrangian evolution. In
more-recent studies [5.656, 657] the original glucosyl
subunits (i. e., in Gβ-CD) have been replaced by mal-
tosyl subunits (Mβ-CD). The measured properties of
both glucose- and maltose-based triplexes are quite
similar and the two can be used interchangeably. The
three components of these phosphorescent complexes
are commercially available; the various alcohols and the
lumophore (1-BrNp) are readily found in catalogs of
most scientific chemical companies, and maltosyl beta
CD is available from Cyclodextrin Technologies Devel-
opment, Inc. (Gainesville, FL, USA) under the trade
name Trappsol.

5.4.2 The Experimental Implementation
of MTV: Tagging Methods, Detection
and Processing

The specific complexities in the photophysics of the
various molecular tracers used for MTV determine the
wavelength and number of photon sources needed for
tagging and those needed for interrogation. Regardless
of these complexities, implementation of MTV for fluid
flow studies involves certain common issues that are
discussed in this section.

Tagging Methods
Molecular tagging along single or multiple parallel lines
is the simplest method of tagging and has been utilized in
a large fraction of MTV studies to date. The experiment
is typically configured to create tagged lines perpendic-
ular to the primary flow direction and the velocity is
estimated from the displacement of these lines. Two ex-
amples of single-line tagging are shown in Figs. 5.158
and 5.159. Figure 5.158 depicts the displacement of
a tagged line that is created by RELIEF (MTV mech-

Fig. 5.158 Typical single-line RELIEF image pair taken
in a turbulent free air jet with 0 µs (lower line), and 7 µs
(upper line) time delay. The line is approximately 1.2 cm
long (after [5.590], with permission of Cambridge Univ.
Press)
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Fig. 5.159 Single-line tagging image pair inside a free-
falling 5 mm-diameter water droplet using caged fluores-
cein [5.658]. The time delay between the initial tagging
(left) and displaced image (right) is 29.5 ms

anism B) in a turbulent air jet. The resulting velocity
data have been used to elucidate certain characteristics
of turbulent velocity fluctuations [5.590]. Figure 5.159
illustrates the image pair from single-line tagging using
caged fluorescein (MTV mechanism C). These image
data have been used to characterize the internal circu-
lation inside a falling water droplet [5.593, 594, 658].
An example of multi-line tagging using phosphorescent
supramolecules (MTV mechanism D) in a water tun-
nel is provided in Fig. 5.160. This figure illustrates the
trailing-edge region of a NACA-0012 airfoil oscillating
sinusoidally at a high reduced frequency of k = 8.8 and
amplitude of 2◦ [5.659]. The time delay between tagging
and interrogation is selected to be long (about 20 ms) to
allow a large displacement of the tagged lines so that the
flow patterns caused by vortical structures and vortex
sheets can be easily observed.

When using line tagging, it is important to recognize
that this tagging method allows the measurement of only
one component of velocity, that normal to the tagged
line. In addition, the estimate of this velocity compo-
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Fig. 5.160 Multiline tagging in the trailing region of a NACA-0012 airfoil pitching sinusoidally with an amplitude of
2◦ [5.659]. The tagging pattern (left image) right after the laser pulse is a series of parallel lines with a spacing of 3 mm
(about 0.025 chord length). The displaced lines are shown at zero angle of attach during pitch-up (middle image) and
pitch-down (right image)

nent has an inherent error associated with it, which
is connected with the ambiguity in the unique deter-
mination of the displacements of various portions of
a (continuous) tagged line. Following the analysis of
Hill and Klewicki [5.660], the error can be written in
the form ∆u/u = (υ/u)(∂u/∂y)∆t, where u is the es-
timated velocity component normal to the tagged line,
∆u is the error in the estimated velocity, υ is the flow
velocity component parallel to the tagged line, and ∆t
is the time delay between tagging and interrogation.
Clearly an a priori knowledge of the flow field is neces-
sary in order to provide an estimate of the error. It can
be observed, however, that this inherent error is identi-
cally zero only in flows where the velocity component υ
along the tagged line is zero (i. e., unidirectional flows)
or where the velocity gradient along the line ∂u/∂y = 0.
In a general flow field where these constraints are not
met, the error can be reduced by decreasing the delay
time ∆t, but it cannot be made arbitrarily small, since ∆t
needs to be large enough for the resulting displacement
of the tagged line to be measured with adequate accu-
racy. While bearing these issues in mind, it is sometimes
possible to take advantage of an a priori knowledge of
the flow field under investigation to design the experi-
mental parameters such that the inherent error discussed
here becomes minimal compared to other measurement
errors. Representative examples of fluid flow meas-
urements obtained with line tagging methods include
studies of jets [5.581–583,590,640,641], boundary lay-
ers [5.660, 661], pulsatile flow through tubes [5.569],
particle-laden coaxial jets [5.662], buoyancy-induced
flow in directional solidification [5.663–665], and ax-
ial flow within concentrated vortex cores [5.666, 667].
MTV with line tagging has also found extensive use
in microfluidic applications where the flow is primarily
unidirectional [5.596, 599, 627, 668, 669].
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In order to measure two components of the velocity
in a plane unambiguously, the luminescence intensity
field from a tagged region must have spatial gradients
in two, preferably orthogonal, directions. For single-
point velocimetry, this can be achieved using a pair of
crossing laser beams and measuring the displacement
of the beam intersection; a grid of intersecting laser
beams allows multipoint velocity measurements as illus-
trated in Fig. 5.149. This tagging scheme, first suggested
by D’Arco et al. [5.573] and later improved upon and
utilized by Falco and Chu [5.570], is now commonly
used.

The methods used to date for generating a grid of in-
tersecting laser beams typically rely on standard optics
(i. e., beam splitters, mirrors, spherical and cylindrical
optics, and beam blockers). For example, the tagging
pattern shown in Fig. 5.149 is generated by manipulat-
ing the main beam of an excimer laser to increase its
aspect ratio using a cylindrical lens, followed by splitting
the outgoing laser sheet with a 50:50 beam splitter and
redirection by mirrors, and then passing them through
a pair of beam blockers [5.550]. Spherical lenses are
used as needed to control the spatial scaling of the entire
grid pattern. The maximum density of grid intersec-
tions is limited by different factors depending on the
type of molecular tracer that is used. In some cases the
energy requirements to create the tag and detection sen-
sitivity set the limit. Miles et al. [5.591] have reported
a single intersection created with RELIEF, whereas Pitz
et al. [5.609] recently achieved a 7 × 7 grid pattern with
their HTV approach using OH (Fig. 5.161). When using
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Fig. 5.161 A 7 × 7 grid of tagged OH lines in a supersonic
flow (Mach number 2) over a cavity [5.609]

phosphorescent tracers for MTV in both gas- and liquid-
phase flows, the energy in each tagging beam is typically
in the range 1–2 mJ or less per pulse and the maximum
grid density has been limited not by the available laser
energy but by the pixel density of the imaging detector
arrays used [5.550, 635, 670]. For 640 × 480 px detector
arrays, tagging with a grid pattern in the range 30 × 30
has been achieved. Recent work with higher-resolution
detectors (1280 × 1024 px array) tags the phosphores-
cent molecules in a water flow with about a 70 × 70 grid
pattern [5.657].

It is useful to note that tagging by a nonuniform laser
illumination in the form of a grid is needed when the
molecular tracer is present uniformly in the fluid. This
method is only a special case of a more-generalized
approach to induce a spatially nonuniform lumines-
cence intensity in a tagged region. For example, the
nonuniform passive-scalar field typical of most turbu-
lent flows can sometimes be used as a natural source
of luminescence nonuniformity without the need for
grid illumination, or further enhancement of the effect
of grid illumination. Examples of this type are dis-
cussed in Koochesfahani et al. [5.553] and Gendrich
et al. [5.550].

Detection
The most common implementation of MTV uses a sin-
gle detector; the initial (or reference) tagging pattern is
recorded once, usually at the beginning of the exper-
iment, and then the delayed images are acquired. This
approach works well as long as the initial tagging pattern
remains spatially invariant throughout the experiment.
Otherwise, any variations in the initial tagging pattern
(e.g., due to laser-beam pointing instability, vibration of
the optics, nonuniform tracer concentration, etc.) is mis-
interpreted as flow velocity fluctuations and reduces the
measurement accuracy of the instantaneous velocity.

To minimize these potential problems, Gendrich
et al. [5.550] implemented a two-detector imaging sys-
tem for their work with phosphorescent tracers. The
MTV image pairs are acquired by a pair of CCD de-
tectors that view the same region of interest in the
flow through a beam splitter. Using a reference tar-
get, the two cameras are aligned to within one pixel,
and the remaining residual displacement field between
the two detectors is quantified to subpixel accuracy and
accounted for in subsequent data processing (for de-
tails see [5.550]). Immediately after the pulsed laser
fires to tag the molecules in the flow, the first detector
records an initial image of the tagged regions. After
a prescribed time delay, the second detector records
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a second image of the tagged regions displaced by
the flow. Such a two-image system offers advantages
over the typical single-image system in that no as-
sumption needs to be made a priori about the intensity
field in a tagged region and one can properly take
into account the variations in the initial tagging pat-
tern. Two-detector imaging has been used in many
MTV studies, especially those based on phosphorescent
tracers [5.638, 659, 664–667, 669–675].

These one- or two-detector schemes address con-
ventional planar imaging for obtaining information on
two components of the velocity vector over the viewed
plane (or one velocity component in the case of line
tagging). When stereo imaging is used to obtain the out-
of-plane velocity component as well (Krüger [5.615];
Bohl et al. [5.551]), the number of detectors needed
increases by a factor of two. With advances in detec-
tor technology, the two-detector MTV approach can
now be accomplished with a single dual-frame cam-
era that allows the acquisition of two images of the
tagged regions with a programmable time delay between
them [5.657,666]. This capability not only simplifies the
implementation of conventional MTV imaging but also
provides for a significant reduction of effort in aligning
multiple cameras for stereo imaging [5.666].

Processing
A common method for finding the displacement of
tagged lines or grids has been to locate the center of
each line by various techniques [5.592, 660, 667]. One
approach is to use the best fit to an assumed laser
line shape, for example, a Gaussian intensity distribu-
tion [5.592]. Another is to use a second-order curve
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Fig. 5.162 (a) Superposed experimental MTV image pair: green
lines are the grid at t = 0, red lines are the grid after ∆t = 6 ms delay.
(b) Correlation coefficient contours for the indicated intersection in
(a) (after Koochesfahani et al. [5.553])

fit following Gaussian smoothing [5.660]. Hill and
Klewicki [5.660] report the rms accuracy in determin-
ing the displacement of a tagged line to be 0.35 px.
The performance of these methods for finding line cen-
ters tend to suffer when the intensity distribution of
the tagged regions cannot be assumed in advance, for
example, due to a nonuniform tracer distribution, diffi-
culties associated with laser-beam transmission through
a flowing medium, photobleaching effects, etc. Sadr and
Klewicki [5.676] have recently explored a spline-based
method and report an improvement in subpixel accuracy
by about a factor of three.

Another approach for finding the displacement of
tagged regions is based on a direct digital spatial cor-
relation technique, and offers certain advantages over
the traditional line-center methods. In particular, it is
a more-general scheme that is independent of the spe-
cific intensity distribution within a tagged region and
can accommodate arbitrary tagging patterns including
those due to nonuniform scalar mixing fields. The de-
tails of this approach and its performance are described
in Gendrich and Koochesfahani [5.677]. A small win-
dow, referred to as the source window, is selected from
a tagged region in the earlier undelayed image, and
it is spatially correlated with a larger roam window
in the second delayed image. A well-defined correla-
tion peak occurs at the location corresponding to the
displacement of the tagged region by the flow; the dis-
placement peak is located to subpixel accuracy using
a multidimensional polynomial fit (see the example in
Fig. 5.162). This approach is similar to that used in
DPIV processing of particle image pairs and, because
of the averaging process inherent in the correlation
procedure, it is more robust to the presence of noise
and typically more accurate than line-center methods.
Based on both experiments and an extensive statistical
study, it has been found that the displacement of the
tagged regions can be typically determined with a 95%
confidence limit of 0.1 subpixel accuracy (i. e., 95%
of the displacement measurements are accurate to bet-
ter than 0.1 px). This corresponds to an rms accuracy
of 0.05 px, assuming a Gaussian distribution for error.
For high values of image signal-to-noise ratio, the 95%
confidence level can be as low as 0.015 px (0.0075 px
rms). An example of the application of this procedure
is provided in Fig. 5.149; the velocity vectors shown
in this figure are raw and have not been filtered or
smoothed.

The spatial correlation method described above has
also been applied to processing line tagging images in
an investigation of flows in microchannels [5.668, 669].
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In this case, a one-dimensional correlation proce-
dure is used and accuracies similar to Gendrich and
Koochesfahani [5.677] are obtained. A modified ver-
sion of the two-dimensional spatial correlation method
of Gendrich and Koochesfahani [5.677] has been in-
troduced by Zheng and Klewicki [5.678] where the
subpixel accuracy is determined not based on the orig-
inal multidimensional polynomial fit but using two
decoupled polynomials. This approach offers a faster
computational algorithm at the expense of reduced ac-
curacy. Other processing methods such as the image
correlation velocimetry approach of Tokumaru and Di-
motakis [5.679] have also been applied to MTV image
pairs [5.608].

MTV velocity data are obtained originally on an
irregularly spaced measurement grid. In order to take
advantage of standard data display and processing tech-
niques, the data need to be remapped onto a regular
grid with uniform spacing. One method that has been
used for this purpose is based on a least-squares fit
to low-order polynomials. The details of the proce-
dure and its performance characteristics are given by
Cohn and Koochesfahani [5.680]. The velocity field
on a regular grid is then used to compute the vor-
ticity field in the same manner as in DPIV data.
Typically a finite-difference approach, for example,
second-order central difference, is utilized [5.671, 680].
The accuracy of the measured vorticity depends on
the accuracy in the velocity measurement and the data
grid spacing. Vorticity measurement accuracies in the
range 1–2 s−1 (95% confidence limit) have been re-
ported [5.670, 673].

An example of MTV data obtained by the pro-
cedures described above is given in Fig. 5.163. This
example shows the instantaneous whole-field measure-
ment of two components of the velocity vector over
a plane in a study of unsteady boundary-layer separa-
tion caused by the interaction of a vortex ring impinging
on a solid wall. This interaction generates an unsteady
adverse pressure gradient on the wall, which results in
boundary-layer separation and the formation of a sec-
ondary vortex. An LIF visualization of this flow right
after the formation of the secondary vortex is depicted in
Fig. 5.163a (only the right half of the flow is included).
Figure 5.163b shows the corresponding instantaneous
MTV velocity data (1 mm grid spacing with the first
grid 0.5 mm away from the wall) and the computed vor-
ticity field. These data have sufficient resolution to study
the behavior of the unsteady boundary layer on the wall
and the progression of the boundary-layer separation
process [5.671].
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Fig. 5.163 (a) LIF image of the right-half of a downward-moving
vortex ring impinging on a solid wall. The ring and wall-layer
fluids are marked by green- and red-emitting laser dyes, respec-
tively. (b) Velocity and vorticity fields measured using MTV (after
Koochesfahani et al. [5.553])

5.4.3 Examples of MTV Measurements

The references cited in this work present the develop-
ment and application of molecular tagging velocimetry
in flows over a wide range of speeds, from liquid-
phase microfluidic flows with speeds that are measured
in µm/s to gas-phase flows at supersonic speeds. The
scope of the measurements covers a range from the
instantaneous profile of one component of velocity vec-
tor along a tagged line to whole-field three-component
velocity data over a plane obtained with stereo imag-
ing. Some of the flows that have been successfully
investigated include pulsatile flow in tubes, electro-
osmotically and pressure-driven microfluidics, internal
circulation in droplets, unsteady boundary-layer separa-
tion, vortex flows and mixing enhancement, convective
flows in directional solidification, flows during intake
and compression inside motored internal combustion
(IC) engines, flows in engine testing facilities, high-
temperature reacting flows, free and wall-bounded
turbulent flows, and highly three-dimensional vortex
flows with strong out-of-plane motions where the pri-
mary flow direction is normal to the tagged plane.

In this section we provide several examples to
highlight some of the measurement capabilities that
have been achieved with molecular tagging velocimetry
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based on phosphorescent tracers (MTV mechanism D).
These examples consider only velocimetry appli-
cations. The unique properties of some molecular
tracers have led to novel methods for studying scalar
mixing in turbulent flows using caged fluorescent
dyes [5.681,682] and high-sensitivity temperature meas-
urements with phosphorescent supramolecules [5.656].
In addition, MTV has been extended to multi-
variable mapping such as simultaneous velocity–
concentration [5.674] and velocity–temperature [5.657,
683, 684] experiments.

Boundary-Layer Resolved Measurements
of Leading-Edge Separation
on a Pitching Airfoil

When an airfoil dynamically pitches to high angles
of attack the viscous boundary layer near the leading
edge eventually separates and causes catastrophic events
such as dynamic stall. The evolution of the flow within
the boundary layer at the onset of separation has been
captured with molecular tagging velocimetry [5.672],
providing the first detailed map of the events that occur
within the boundary layer near the surface of a pitch-
ing airfoil. The results shown in Fig. 5.164 are from
measurements carried out in a 60 × 60 cm water tun-
nel using a 12 cm chord NACA-0012 airfoil pitching at
a constant rate (nondimensional pitch rate = 0.1) from
0 to 60◦ angle of attack. The chord Reynolds number
is about 12 000. Since the range of spatial scales in this
problem is too large to be captured in a single field of
view, these measurements are carried out over multi-
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Fig. 5.164 Evolution of the vorticity field at the onset of leading-
edge separation on an airfoil pitching to high angles of attack [5.672]

ple fields of view with decreasing size. Repeatability of
this flow allows the data to be compiled into a single
finely resolved data set for each 0.25◦ change in angle
of attack.

The nondimensional vorticity field computed from
this data set is shown in Fig. 5.164 at four angles of at-
tack near the onset of leading-edge separation. These
results illustrate the ability of MTV to image fluid
flows near walls. Among the details that are resolved
in these measurements are the occurrence of a thin
reversed-flow region near the airfoil surface, and the
eruption of the boundary-layer vorticity away from
the wall in a highly localized manner in both time
and space. Complementary two-dimensional Navier–
Stokes computations have also been carried out at the
flow conditions of these experiments. A conclusion
from these experimental data is that the process of
boundary layer separation occurs over a shorter time
scale, and is more eruptive, than that captured by the
computations.

Measurement of Buoyancy-Driven Convective
Flow During Unidirectional Solidification

Solidifying a binary alloy under off-eutectic conditions
is often accompanied by convection in the melt. The
convection mechanisms caused by solutal and thermal
forces for such conditions can produce inhomogeneities
and imperfections such as solute-rich channels in the fi-
nal fully solidified ingot casting. While the convective
phenomena involved in the formation of these imper-
fections are not completely understood, it is generally
accepted that they are best described in terms of com-
plex dynamic fields and that most experimental methods
applied to date are poorly suited to measure these fields.
One means of learning more about these phenomena
has been the use of transparent analogs of metallic al-
loys. One such analog is the binary aqueous ammonium
chloride (NH4Cl–H2O) system. Some of the complex
features of convective phenomena associated with so-
lidification in the aqueous ammonium chloride include:
the vertical growth of a solid–liquid interface with con-
current early development of numerous fine structures
of salt fingers followed by the appearance of a small
number of plumes ejecting fluid jets from channels in
the mushy zone of the growing dendritic crystal mass.
These features are illustrated in the shadowgraph images
in Fig. 5.165 [5.664, 665].

Measurement of this flow field by particle-based
techniques can be problematic since the presence of par-
ticles could interfere with the solidification process and
create unwanted nucleation sites. In addition, the mushy
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Fig. 5.165 Shadowgraph image of
organized plumes above an advancing
solidification front and the velocity
fields measured by MTV [5.664,665].
The velocity profile at the bottom of
plume is measured using line tagging

zone acts as a very fine-scale porous medium and traps
the particles that are contained within the liquid above.
As a result, the fluid within the plume is often devoid
of particles. The MTV approach using phosphorescent
supramolecules have been used to measure the veloc-
ity field within and around the plumes [5.664, 665].
The portion of the flow near the bottom of the plume
is mostly unidirectional (vertically upward flow) and
single line tagging is sufficient to map the velocity
profile within the plume. Farther up, however, two-
component velocity maps are obtained using molecular
tagging by an intersecting grid of laser lines. A unique
aspect of these measurements is that the time delay
between tagging and interrogation needs to be long
due to the slow flow speeds involved. The 60 ms de-
lay time used in these measurements is about a factor
of 12 longer than the phosphorescence lifetime (i. e.,
1/e point) of the tracer used, resulting in a signifi-
cant reduction of phosphorescence emission intensity
and necessitating the use of an intensified camera for
detection.

Figure 5.165 shows the measured instantaneous ve-
locity profile across a single plume as it exits the
chimney, and the velocity map around the plume far-
ther up. The upward jet-like velocity field within the
plume is captured along with a nonsymmetric down-
ward flow around the plume. Note the peak velocity is
only 7 mm/s and the width of the plume is about 2 mm.

Measurements in a Steady Flow Rig Model
of an IC Engine

The steady flow rig configuration is commonly used
in the internal combustion (IC) engine research com-
munity to study the fundamentals of the intake flow.
The particular geometry used here consists of a quartz
cylinder of radius R0 = 41 mm, placed axisymmetrically
around a nozzle with a valve body placed axisymmetri-
cally inside the jet nozzle. In this case the flow exiting
through the valve opening, which simulates the intake
flow into an IC engine geometry, is in the form of an
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Fig. 5.166 Example of the tagging pattern for the gas flow into the
steady flow rig (after Stier and Koochesfahani [5.635]). Images were
acquired by a gated image-intensified camera
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Fig. 5.167a,b Intake flow into a steady flow rig model of an IC engine measured with MTV using nitrogen seeded with
biacetyl (after Stier and Koochesfahani [5.635]). (a) The instantaneous velocity field derived from the image pair in
Fig. 5.166 using a spatial correlation procedure. (b) Time-averaged velocity field based on 320 instantaneous realizations

annular jet. In this study, the valve opening (valve lift)
is set at L = 9 mm and the maximum intake speed is
about 10 m/s. The instantaneous accelerations in the
shear layer at the interface between the intake jet and
adjacent fluid can be as high as 5000 g, making it diffi-
cult to rely on the results of particle-based techniques.
The details of this work can be found in Stier and
Koochesfahani [5.635].

Figure 5.166 shows a 3 × 3 cm field of view in the
nitrogen/biacetyl flow being investigated and the regions
tagged by a grid pattern generated from an excimer laser
(λ = 308 nm, 20 ns pulse). Part of the valve body and
the left wall of the cylinder are visible in the picture.
The maximum flow speed in the annular jet entering

4!����		/����
++�'	
�.�$���G5�	5
?���� 	�
����
 <�(!	
�F>7��$��

Fig. 5.168 The optically accessible research engine and a typical
MTV grid in the nitrogen/biacetyl flow within the engine cylinder
(after Koochesfahani et al. [5.639])

the cylinder is about 10 m/s. Also shown is an example
of the later image of the tagged regions after a 50 µs
delay. For this time delay, the maximum displacement
of tagged regions is about 8 px (≈ 500 µm). Image pairs
such as those in Fig. 5.166 are used to determine the
instantaneous radial and axial velocity components in
this flow field. An example of the instantaneous velocity
field and the structure of the intake flow in this geometry
are shown in Fig. 5.167 along with the average velocity
field based on 320 realizations. The instantaneous flow
map shows a highly unsteady intake annular jet, which
has an undulating appearance with opposite sign large
scale vortical structures on its two sides. The mean flow
map indicates a large-scale region of recirculation in the
upper left corner of the engine cylinder, a feature typical
of an IC engine flow field. These data have also been
used to derive other properties of the flow such as the
instantaneous and average vorticity fields and velocity
fluctuations [5.635].

Velocity Field During Late Compression
in a Motored IC Engine

One of the main obstacles in optimizing combustion
in gasoline-fueled internal combustion engines is the
large cycle-to-cycle variation in in-cylinder flow and
mixing characteristics. Cycle-to-cycle variability puts
constraints on the lean limits of combustion. In this
study velocity field data are obtained using MTV dur-
ing late compression of an internal combustion engine,
the most critical time of the four-stroke cycle. Such
data are highly sought after since the state of the
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flow just before the firing of the spark plug directly
influences the subsequent combustion and emission
production.

The measurements are conducted in an optically ac-
cessible motored research engine shown in Fig. 5.168.
The cylinder is made from quartz and the flat-head piston
face is modified for optical access through a quartz win-
dow. A typical MTV grid generated within the engine
cylinder is also shown in Fig. 5.168. Measurements are
made at late compression at a position of 270 crank an-
gle degree (CAD), as the piston approaches the top dead
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Fig. 5.170 Two instantaneous realizations at 270 CAD
showing the large cycle-to-cycle variability of the flow field
(after Goh [5.638])
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Fig. 5.169 The position of the imaged plane at 270 CAD (after
Goh [5.638])

center (TDC) of the engine, with the engine running at
600 rpm. For the conditions described here, and the en-
gine compression ratio of nearly 10, the gas temperature
can reach a value as high as 600 K. The measurements
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Fig. 5.171 Maps of the ensemble-averaged velocity field and the rms
fluctuation of the horizontal component of the velocity u′ (in cm/s).
Colors denote rms fluctuation level (after Goh [5.638])
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consist of 500 independent realizations of the veloc-
ity map at the same crack angle (270 CAD) at the
mid-tumble-plane. The position of the imaged plane
over which the velocity maps are obtained is given in
Fig. 5.169. The details of this work can be found in
Goh [5.638].

Two samples of the instantaneous velocity field, for
two different engine cycles, are shown in Fig. 5.170.
It is clear the flow pattern is significantly different
between these two realizations, an indication of the
large cycle-to-cycle variability of the flow. The maps
of the ensemble-averaged velocity field and the rms
fluctuation of the horizontal velocity component are
computed from 500 such realizations (Fig. 5.171). As
expected for a flow with large cycle-to-cycle varia-
tion, the mean velocity field shows little resemblance
to the instantaneous field; the local fluctuation level
can be higher than the mean by several hundred per-
cent. The data shown in Figs. 5.170 and 5.171 are the

first cycle-resolved velocity measurements that use mo-
lecular tracers rather than particles to determine flow
velocities in a piston-engine assembly. Such measure-
ments have been used to advance the understanding and
quantification of cycle-to-cycle variability in an internal
combustion engine, and to find methods for reducing
it [5.638].

5.4.4 Summary and Conclusions

Molecular tagging velocimetry has seen significant
advances as a result of improvements in laser and
detector technologies, imaging techniques, data anal-
ysis methods, and chemical design and synthesis
of novel molecular structures. These advances are
expected to continue. The MTV approach has contin-
uously evolved and its use is steadily increasing in
both fundamental flow studies and applied engineering
measurements.

5.5 Vorticity

Vorticity (∇ × �∇) is recognized as a primitive variable
of considerable interest in fluid dynamics. However,
its time-resolved measurement has significantly lagged
behind the development of velocity and pressure meas-
urement techniques. The necessity to obtain a measure
of the curl of the velocity, that is, to accurately measure
velocity differences over very small distances, has been
a formidable challenge. Two presentations of hot-wire
probe techniques are presented to guide the reader in
the selection of a suitable measurement technique for
a given application.

It is also appropriate to note the capacity to
obtain well-resolved, single images of the vorticity
component normal to the image plane using mo-
lecular tagging velocimetry is presented in Sect. 5.4.
Particle image velocimetry (Sect. 5.3.3) techniques
can also give a measure of the vorticity although
their spatial resolution does not typically allow as
fine a resolution of the scales of the vorticity
field.

Most of the experimental work carried out in the
past on turbulent flows has focused on acquiring veloc-
ity information on various types of flow configurations,
which has been used to enhance our understanding
of the underlying physics of these flows. The veloc-
ity field, however, is not well suited for defining and

identifying organized structures in time-dependent vor-
tical flows because the streamlines and pathlines are
completely different in two different inertial frames of
reference. Better understanding of the nature of turbu-
lent structures and vortex motions of turbulent flows,
particularly in the high-wavenumber region, often re-
quires spatially and temporarily resolved measurements
of gradients of fluid-mechanical quantities such as veloc-
ity or pressure. The availability of such measurements
will lead to information on important quantities such
as the structure function of velocity or pressure, the
vorticity, the rate-of-strain tensor and its matrix in-
variants, and the dissipation rate of turbulent kinetic
energy.

Lighthill [5.685] in his wide-ranging introduction
to boundary-layer theory is credited as being the first
researcher to emphasize the role of vorticity for the better
understanding of fluid-dynamics phenomena. His work
provided an extensive description of vorticity dynamics
in a variety of flows by using vorticity as a primary
variable.

Vorticity characterizes the rotation rate of a fluid
particle. In the case of constant-density incompress-
ible flows, vorticity is acquired by a pressure gradient
introduced at a physical surface. The pressure gradi-
ent at the surface is balanced by the stress gradient,
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which is related to the vorticity flux entering the flow.
Thus the existence of vorticity generally indicates that
viscous effects are important. In turbulent flows vortic-
ity is the key to improving our understanding of the
mechanisms that control the motion of the large-scale
structures and the mechanisms by which irrotational
fluid lumps gain rotational motion through the action
of viscosity and thereby entrain ambient fluid into the
flow field.

5.5.1 Optical Techniques in Strophometry –
Vorticity Measurements Methods

Although measurements of instantaneous vorticity, par-
ticularly in unsteady or separated turbulent flows,
are very much in demand, such data are scarce at
present due to the extreme difficulties involved in
such measurements. In most of the available tech-
niques Taylor’s hypothesis is invoked, the validity of
which has not yet been justified for the case of sepa-
rated flows. Recent techniques in hot-wire and hot-films
anemometry can measure several components of the
vorticity vector [5.686–693]. Hot-wire techniques have
been extended to measure three-dimensional vorticity
in vortex-dominated flows such as those over delta
wings [5.689] and in compressible turbulence with or
without the presence of shock waves [5.694–696]. How-
ever, these techniques are intrusive and invoke Taylor’s
hypothesis. In addition, hot-wires and hot-films are in-
sensitive to the large changes in velocity direction that
are present in separated flows and flows with high
turbulence intensity.

In the context of the present work the term strophom-
etry is defined as the science and technology involved
in the measurement of fluid rotation, being a derivative
of the Greek word strophe (στρoφή) that literally means
rotation. This definition is extended to include measure-
ments of any spatial gradient of a given quantity or one
or more velocity gradients.

Background Information
For an observer traveling with the local velocity at
a given point inside the flow, the geometry of the
instantaneous flow pattern at some point in the neigh-
borhood can be described, to first order, using the
terminology of the critical-point theory of Perry and
Chong [5.697]. According to this theory, the local
flow topology can be classified according to the na-
ture of the eigenvalues λ of the velocity gradient
tensor Aij = ∂vi/∂x j , which are the roots of the cubic
equation

det(Aij −λδij ) = λ3 + Pλ2 + Qλ+ R = 0 ,

where the coefficients P, Q, and R are the invariants
of the tensor since their values are unchanged by ro-
tation of the coordinate frame. These invariants are
P = −tr(A), Q = 1/2[P2 − tr(A2)] and R = − det(A).

The velocity gradient tensor (Aij ) can be de-
composed, not uniquely, into a symmetric and
antisymmetric part. Specifically, these two parts are
the rate-of-strain tensor, Sij = 1/2(∂vi/∂x j + ∂v j/∂xi )
and the-rate-of-rotation tensor, Rij = 1/2(∂vi/∂x j −
∂v j/∂xi ) = 1/2εijkΩk , where Ωk is the vorticity vector;
Ωk is defined as the curl of the velocity vector

Ωk = εijk
∂vi

∂x j
(5.306)

and εijk is the alternating unit vector. At each point in
the flow field we may imagine a spherical fluid par-
ticle whose motion can be decomposed into translation,
expansion, shearing, and rotation. The vorticity can be
interpreted as just twice the instantaneous solid-body-
like rotation rate of the fluid particles along the principle
axes in the fluid where there exists no shear deforma-
tion. We may alternatively interpret the vorticity as the
circulation per unit area of a surface perpendicular to the
vorticity field.

Why is vorticity so important in understanding the
dynamics of turbulent fluid flow? Insight into this may
be gained by looking at the equation describing the
transport of vorticity [5.696]

dΩi

dt
= SikΩk −Ωi Skk + εiqη

1

ρ2

∂ρ

∂xq

∂p

∂xη

+ εiqη
∂

∂xq

(
1

ρ

∂τη j

∂x j

)
. (5.307)

This transport equation indicates that, for an ob-
server moving with the flow, the rate of change of the
vorticity component Ωi of a particle is provided by
four dynamically significant processes, namely that of
stretching or compression and reorientation or tilting
by the strain Sik, vorticity generation through dilatation,
baroclinic generation through the interaction of pres-
sure and density gradients, and viscous effects expressed
by the viscous stress term. The term SikΩk consists of
one stretching or compression component and two tilt-
ing components. This term has been illuminated mostly
through numerical work and appears to play an impor-
tant role in the various physical processes involved in
turbulent flows. If the viscous term can be ignored when
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its magnitude is small, then the change of vorticity of
a fluid element in a Lagrangian frame of reference can
be entirely attributed to vortex stretching and/or tilting,
to dilatational effects, and to baroclinic torque.

In the case of barotropic fluids, the pressure does
not enter directly into the equation, unlike the transport
equation for momentum, leading to some simplification
in interpretation and computation. The reason for this is
that the pressure acts through the center of mass of par-
ticles and does not produce rotation; rotation is produced
by the viscous shearing stresses acting tangentially at
the surface of the particles. However, the pressure gradi-
ents associated with the velocity field are necessary for
the diffusion of vorticity into the flow at solid surfaces.
The diffusion of the vorticity is a relatively slow process
governed by the same diffusivity constant, the kinematic
viscosity, as that for momentum. This is shown by con-
sidering the momentum equation evaluated at the wall,
where the velocity vector is identically zero because of
the nonslip conditions. In this case the momentum equa-
tion is reduced to ∂p/∂xi |wall = ρ∂τki/∂xk|wall which is
equivalent to

∂p

∂xi

∣∣∣∣
wall

= − µεijk
∂Ωk

∂x j

∣∣∣∣
wall

. (5.308)

The term −∂Ωk/∂x j |wall is the vorticity flux density,
a term first introduced by Lighthill [5.685], who de-
fined it for two-dimensional flows by analogy to the
Fourier heat conduction as −ν∂Ωk/∂x j |wall. The term
vorticity flux describes the rate of vorticity production
at the wall, which then enters the flow. In that sense
it is more important to know the amount of vortic-
ity entering the flow than the amount of vorticity at
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Fig. 5.172 Lighthill’s mechanism of vorticity change at the
wall beneath a flow

the wall. Figure 5.172 depicts the mechanism of vor-
ticity change of a small fluid element moving toward
the wall. A pressure gradient tangential to the boundary
causes the fluid to change its rotation due to the non-
slip conditions at the wall. A fluid element with initial
vorticity Ωin < 0 enters the positive-pressure-gradient
wall region and acquires a positive vorticity change
∆Ωy that changes its vorticity to the output vorticity
Ωout > 0. According to Andreopoulos and Agui [5.698]
the vorticity change shed from the solid boundary
and sensed at a nearby location inside the flow at
a distance ∆y from the wall, to a first-order approxima-
tion, will be ∆Ωz = −(∂Ωz/∂y)w∆y = 1

µ
(∂p/∂x)w∆y

and ∆Ωx = −(∂Ωx/∂y)w∆y = − 1
µ

(∂p/∂z)w∆y. Since
∆y> 0 always, the signs of ∂p/∂x and ∂p/∂z determine
whether the wall acts as a source or sink of vorticity. Spa-
tially and time-resolved measurements of the vorticity
flux terms ∂Ωx/∂y and ∂Ωz/∂y in a two-dimensional
boundary layer have been obtained in the work by
Andreopoulos and Agui [5.698].

Physics of the Structure Function
There is a remarkable similarity and considerable over-
lap in the way velocity or pressure gradients are
estimated and the way the structure functions of velocity
or pressure are obtained, although they are defined quite
differently. The velocity or pressure gradients, ∂vi/∂r j
or ∂p/∂r j , respectively, are local quantities defined at
one point inside the flow field, whereas the transfer
function is defined as the difference between the values
of velocity or pressure at two points of the flow field.
Specifically the structure function is defined, before time
averaging, as ∆vi = v(r +∆r j )−v(r) for velocity and
∆p = p(r +∆r j )− p(r) for pressure.

For small separations ∆r j and after considering Tay-
lor’s expansion, these relations become ∆vi = v(r +
∆r j ) − v(r) = ∂vi/∂r j∆r j and ∆pi = p(r +∆r j ) −
p(r) = ∂p/∂r j∆r j , respectively.

In practice, the velocity or pressure gradients are
obtained from the value of the corresponding structure
function as the separation distance ∆r j tends to a very
small value. Thus, the velocity or pressure gradients de-
fined at one point are estimated from the difference of
velocity or pressure values at two different but nearby
points. In that respect the velocity or pressure gradi-
ents and the structure functions of velocity or pressure
are interrelated and the underlying physics behind their
behavior may be the same.

Let us assume that the differential ∆Q = Q(r +
∆r)− Q(r) of a quantity Q(r) is required to be esti-
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mated at a position r. In this case, two measurements
of the quantity Q at close locations r and r +∆r, are
usually attempted. ∆Q is a fluctuating quantity and if
we consider the time average ∆Q2 then the structure
function is defined as

∆Q2 = [Q(r +∆r)− Q(r)]2

= Q(r)2
[
(1−ρ)2 +2ρ(1− R∆r )

]
, (5.309)

where ρ is the ratio ρ2 = Q2(r +∆r)/Q2(r) and
R∆r is the correlation coefficient R∆r = Rr,r+∆r =

Q(r)Q(r+∆r)

[Q2(r)]1/2[Q2(r+∆r)]1/2
, not to be confused with the rate-

of-rotation tensor.
Thus for the rms of a gradient we obtain(

∆Q2

∆r2

)1/2

= [Q(r)2]1/2

∆r

[
(1−ρ)2 +2ρ(1− R∆r )

]1/2
. (5.310)

The quantity Q could be, for instance, one compo-
nent of the velocity vector or pressure or even one
vorticity component. The relation (5.310) indicates
that the rms of the quantity ∆Q/∆r depends, among
other quantities, on (1−ρ) and (1− R∆r ). The first
quantity (1−ρ) is a measure of the inhomogeneity
of the turbulence intensities, while the second one
(1− R∆r ) indicates the decorrelation between the two
fluctuations of Q at r and r +∆r. It can be argued
that, for small separations ∆r, in most flows either
2ρ(1− R∆r ) � (1−ρ)2 or ρ ≈ 1 is valid. In low-speed
incompressible boundary layers, for instance, the ra-
tio 2ρ(1− R∆r )/(1−ρ)2 is close to 150 at a location
just outside the viscous sublayer for ∆r = ∆x+

2 = 16,
where x2 is the wall normal direction. In another ex-
ample: isotropic turbulence behind rectangular grids
ρ ≈ 1 [5.694]. It is, therefore, reasonable to assume
that (∆Q2/∆r2)1/2 = [Q(r)2]1/2/∆r[2ρ(1− R∆r )]1/2,
which suggests that most contributions to ∆Q/∆r come
from the uncorrelated parts of the two signals, Q(r) and
Q(r +∆r). Thus the rms of (∆Q2/∆r2)1/2 between
two perfectly correlated signals (R∆r = 1) is vanishing.
In turbulent flows it is known that the existence of small-
scale turbulence decreases R∆r . In that context there will
always be a nonzero (∆Q2/∆r2)1/2 since R∆r < 1 for
∆r > 0. On the other hand two sinusoidal signals with
a phase shift between them ϕ, i. e., y1 = A1 eiωt and
y2 = A2 ei(ωt+ϕ), will also result in a correlation coeffi-
cient R∆r < 1 since R∆r = cosϕ. In all cases other than
ϕ= 0, R∆r < 1 and (∆Q2/∆r2)1/2 reaches nonzero val-
ues. For ϕ = 180◦ (1− R∆r ) reaches a maximum value

of 2 and therefore (∆Q2/∆r2)1/2 = 2(Q(r)2)1/2/∆r.
From this example it can be concluded that contribu-
tions to ∆Q/∆r come mostly from the uncorrelated
parts of the flow or from the out-of-phase events. Small-
size eddies represented in the high-wavenumber part of
the spectrum are known to be weakly correlated with
each other and therefore in the present context they rep-
resent contributions to ∆Q/∆r from the uncorrelated
parts of the flow.

The limit of (5.310) when ∆r approaches zero
is also of interest in the present considerations since
it is related to the potentially available spatial res-
olution. In this case R∆r |∆r→0 = 1 and ρ|∆r→0 = 1
and thus the limit appears to become indefinite.
After applying the Hôpital rule the following rela-
tion can be obtained lim∆r→0(∆Q2/∆r2) ≈ −[Q(r)2]
{∂2 R/∂(∆r)2 −[∂ρ/∂(∆r)]2} where ∂2 R/∂(∆r)2 is the
curvature of the cross-correlation function R, at the
origin. Thus a Taylor microscale λ can be de-
fined as (∂2 R/∂(∆r)2]∆r→0 = −1/λ2 and therefore
(∆Q2/∆r2)∆r→0 ≈ [Q(r)2]/λ2{1+λ2[∂ρ/∂(∆r)]2}.

General Requirements
The measurement of one or more components of vor-
ticity in turbulent flows of research and technical
interest has been a long-held, but elusive, goal of fluid-
mechanics instrument developers and researchers. The
review article by Wallace and Foss [5.81] provides a de-
tailed account of the available techniques, as of that date,
used to measure vorticity and compare existing data.
The majority of the techniques are based on thermal
anemometry or optical methods. The present Section
will address issues related to optical techniques, which
possess several advantages and some limitations with
respect to those based on thermal anemometry. Opti-
cal techniques are non-intrusive, are sensitive to large
changes in velocity direction and most do not require any
calibration. These characteristics make them ideal for
use in separated flows and flows with large turbulence in-
tensities where the use of intrusive methods is prohibited
where recirculating effects are present. Most of these op-
tical techniques are based on detecting the light scattered
by particles imbedded in the flow. In that respect, seeding
the flow with appropriate particles that follow the fluid
motion very closely is critical (Sect. 5.3.1). It should be
noted here that, for gas flows in which seed must be
added and in which the flow does not recirculate, adding
particles can be far more intrusive than a hot-wire probe.

There are several requirements that determine the
performance of each technique beyond its basic idea
and the principles upon which it is based.
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Formal Derivation in Implicit Formulations. There is
a need for a formal definition of the measured quantities,
either the vorticity components Ωk or velocity gradient
tensor terms Aij . Specifically, there are two common
ways to derive vorticity. In the first method, measure-
ments of velocity components at nearby locations are
obtained and used in a finite-difference scheme to de-
rive vorticity. In the second method measurements of
microcirculation around a small area are obtained and
vorticity is computed as circulation density.

The first definition is based on a Taylor’s se-
ries expansion of velocity in a nearby location,
which to a first-order approximation becomes vi (r j +
∆r j ) = vi (r j )+∆r j∂vi/∂r j + . . .

For r j in the y-direction and ∆r j = (0,∆y, 0) this
becomes vi (y +∆y) ≈ vi (y)+∆y∂vi/∂y, which yields
the following relation to compute the velocity gradi-
ent ∂vi/∂y ≈ [vi (y+∆y) −vi (y)/∆y]. This relation will
also define the uncertainties in the measurement of the
velocity gradient.

The second method of estimating vorticity is due to
Foss and co-workers [5.699, 700] who developed a hot-
wire technique for the measurement of the transverse
vorticity component. The technique involves the meas-
urement of the microcirculation Γ around a small, finite
domain of area ∆S normal to the flow. The estimated
vorticity appears to be computed through the relation
〈Ωz〉 = Γ /∆S.

These two methods are not the only ones in use.
There is no need to have a computational formalism for
vorticity when it is estimated explicitly. For instance, di-
rect estimate of vorticity through measurements of fluid
rotation does not require vorticity computation through
an implicit scheme [5.701].

Spatial and Temporal Resolution. The spatial and tem-
poral resolution of any probe affects the accuracy of
measurements of time-dependent velocity gradients Aij
or vorticity components Ωk. This resolution depends on
the optical arrangement of the technique, the hardware
used to generate the measuring probe volume and to pro-
cess the signals, and the particles used as light scatterers
and their arrival rate in the measuring locations. Thus
the technique has a typical characteristic length scale Lp
that is usually associated with the separation distance
between the sensing areas and a time scale Tp, which
depends mostly on the speed of data acquisition or burst
processor. The technique should be able to resolve the
small scales that exist in a given flow, which appear to be
the Kolmogorov viscous scales η= ν3/4ε−1/4 for length
and Tε = ν1/2ε−1/2 for time, where ε is the dissipation

rate of turbulent kinetic energy and ν is the kinematic
viscosity. Lp and Tp should be less than η and Tε, respec-
tively, in order to capture contributions from the smallest
eddies, which are responsible for most of the content of
vorticity or velocity gradient since small eddies are un-
correlated [see relation (5.310)]. Wyngaard [5.702] was
the first to evaluate the problem of spatial resolution of
hot-wire-based vorticity techniques and found that no
attenuation occurred for Lp/η= 1, while substantial at-
tenuation of vorticity was evident for Lp/η > 3.3. The
review by Wallace and Foss [5.81] concludes that rea-
sonable estimates of velocity gradients can be obtained
without attenuation for Lp/η < 2–4.

Although Lp has to be as small as possible it can
not be minimized independently from other parameters
such as the speckle noise. Errors due to noise in the meas-
urements amplify as the length scale decreases. There
is certainly an optimum length intermediate between
attenuation and amplification of noise.

Determining η requires a good estimate of the tur-
bulent kinetic energy dissipation rate E, which is very
difficult to measure directly in a laboratory. Previous
studies obtained the value of E by making assumptions
to reduce some of the terms in the expression of the total
dissipation rate [5.694]:

E = τij Sij = 2µSij Sij − 2

3
µSkk Skk . (5.311)

The second term on the right-hand side of this relation
represents the additional contribution of compressibility
to the dissipation rate of kinetic energy. This term dis-
appears in the case of incompressible flow. Since this
term is always positive, the negative sign in front may
erroneously suggest that compressibility reduces dis-
sipation. This is incorrect because the term Sij Sij also
contains contributions from dilatation effects, which can
be revealed if one considers that

Sij Sij = 1

2
ΩkΩk + ∂vi

∂x j

∂v j

∂xi
. (5.312)

The second term on the right-hand side represents the in-
homogeneous contribution in the case of incompressible
flows. In the case of compressible flows, terms related to
dilatation can be extracted, and the instantaneous total
dissipation rate then becomes

E = µΩkΩk +2µ

(
∂vi

∂x j

∂v j

∂xi
− Skk Skk

)

+ 4

3
µSkk Skk . (5.313)

The third term on the right-hand side describes the di-
rect effects of compressibility, i. e., dilatation on the
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dissipation rate. The first and the last terms on the
right-hand side of the last relation are quadratic with
positive coefficients and positive signs and are there-
fore always positive. The second term on the right-hand
side indicates the contributions to the dissipation rate by
the purely nonhomogeneous part of the flow. Its time-
averaged contribution disappears in homogeneous flows.
This term, in principle, can obtain negative values and
thus can reduce the dissipation rate. This does not vio-
late the second law of thermodynamics as long as the
total dissipation remains positive at any point in space
and time.

The estimates that are usually provided for E, par-
ticularly those based on indirect methods, may be very
misleading. An experiment with poor spatial resolution
will result in attenuation of all measured turbulent quan-
tities including the dissipation rate, which will indicate
high η and therefore high resolution.

It should be mentioned here, however, that there is
increasing evidence provided by Tsinober et al. [5.693]
and Honkan and Andreopoulos [5.689] that the Tay-
lor microscale λ should be used to determine the
spatial resolution in vorticity measurements. It has
been shown in Sect. 5.3, that in the limit of vanish-
ing separation ∆x j between the measurement locations,
the rms of the fluctuations of one velocity gradient
∂vi/∂x j is given by lim∆x j→0 (∆vi/∆x j )

2 = u2
i /λ

2
ij{1+

λ2
ij [∂ρ/∂(∆x j )]2}, where λij is the Taylor microscale.

If the gradient, ∂ρ/∂∆x j , which indicates the de-
gree of variation of the rms of velocity fluctua-
tions, is much smaller than 1/λ2

ij then the relation
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Fig. 5.173 The effect of temporal resolution on rms vor-
ticity flux are made nondimensional by inner wall scaling
(after Andreopoulos and Agui [5.698])

lim∆x j→0 (∆vi/∆x j )
2 = u2

i /λ
2
ij provides the best esti-

mate for ideal resolution when ∆x j tends to zero. In that
respect the ratio Lp/λij should be less than 1.

Although the statistics of fluctuations of individual
velocity components do not require increased tempo-
ral resolution, cross-correlation/shear stress and velocity
gradients/vorticity measurements require a high degree
of coincidence of particles at different locations inside
the probe volume. This can be achieved through a high
rate of particles, which results in practically continuous
signals. The resolution in time basically depends on the
rate of arrivals of particles in the probe volume and on
the data-processing rate of the hardware.

An example of the effect of temporal resolution on
the statistical results of vorticity flux is obtained from
the data of Andreopoulos and Agui [5.698]. Vorticity
flux is computed by (5.308) by subtracting two pressure
signals obtained at very close locations that are about
0.8 mm or ∆x+ = 6 apart. Artificial sampling times ∆t
were produced by skipping by various numbers equally
sampled data digitized at rates substantially faster than
the Kolmogorov frequency 1/Tε. The results plotted in
Fig. 5.173, show a substantial dependence of the rms of
vorticity flux on the temporal resolution ∆t.

As the Reynolds number of the flow increases its
spatial and temporal scales decrease and therefore, if
the size of the measuring volume and data-acquisition
rate remain unchanged, it is expected that the spatial
and temporal resolution of the measuring technique will
deteriorate.

Validation. Eventually the developed technique has to
be validated in a real flow that will provide a good test
bed for evaluation of its performance. In the past, ve-
locity gradient/vorticity measurement techniques were
tested in laminar flows that possessed known rotational
flow characteristics very close to those predicted by the-
ory. Although such tests are adequate to demonstrate the
basic principles of the techniques, they are insufficient
in evaluating or predicting the performance of the probe
in a real turbulent flow where a wide range of flow scales
is present and resolution issues are an important part of
the overall assessment. In that respect, it may be better
to test the technique in a canonical turbulent flow such
as a two-dimensional, zero-pressure-gradient boundary
layer over a smooth wall, a two-dimensional shear layer,
or isotropic homogeneous grid-generated turbulence.
The bulk and turbulent characteristics of canonical flows
are well known and existing data are well documented
and adequately tabulated. Unfortunately, velocity gradi-
ent/vorticity data are not always available and therefore
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a comparison with previous velocity gradient/vorticity
data is not possible, except in some cases of incom-
pressible boundary-layer flows, free shear layer flows
or grid-turbulence-generated flows where such data ex-
ist. The preceding taxonomy of flows also includes
compressible grid-generated turbulence interaction with
shock waves.

Existing Techniques and Their Classification
The inherent difficulties of velocity gradient/vorticity
measurements, which require high spatial and temporal
resolution in turbulent flow fields, have only recently
been substantially overcome.

Laser speckle strophometry (LSS) or particle im-
age velocimetry (PIV) techniques are non-intrusive but
cannot in general provide adequate time-history infor-
mation. In addition slight out-of-plane motion of the
scattering particles due to flow three-dimensionality
results in different speckle patterns (speckle decorre-
lation). In particle image velocimetry, crossing of the
flowing particles paths in highly fluctuating flows may
cause ambiguity in the detection scheme. PIV is also lim-
ited by spatial resolution loss due to averaging from the
correlation schemes. Although the resolution of a typical
CCD camera may typically be 1 k × 1 k px, subregions
of 32 × 32 px known as interrogation areas are usually
considered to validate a local velocity measurement.
According to Arik [5.703] in a typical PIV setup ap-
proximately 10 particles are needed to validate a velocity
vector measurement and 10 velocity vectors are needed
to evaluate a vorticity vector. Thus approximately 100
particles are needed to evaluate a vorticity vector, a num-
ber which results in 30 to 40 particles for each of the
three vorticity components.

Lourenco et al. [5.704] used PIV techniques to ob-
tain one-component vorticity measurements in a jet
flow. Meinhart and Adrian [5.705] used PIV to measure
the near-wall vortical structure of low-speed boundary
layers with reasonable spatial resolution.

Laser speckle strophometric methods have been de-
veloped by Breyer et al. [5.706], Kriegs et al. [5.707],
and Kriegs and Staude [5.708]. In these techniques the
speckle pattern, which is the result of the diffraction of
a plane wave produced by a random grating, is basically
affected by the flow velocity gradient while the transla-
tion of the grating caused by the constant flow velocity
will not affect the pattern.

These authors applied their double-pulse stropho-
metric technique to obtain direct measurements of the
quantities ∂v/∂x + ∂v/∂y, ∂v/∂x − ∂v/∂y and ∂v/∂z in
a channel flow with Reynolds number based on the chan-

nel width in the range of 2250–6700. This information
was used to obtain statistics of the ∂v/∂y gradient.

Holographic particle image velocimetry (HPIV) was
used by Zhang et al. [5.709] to obtain velocity gradient
measurements in a square duct flow with moderate res-
olution. A polarization-based approach with dual-plane
particle image velocimetry (DSPIV) has been used by
Kähler [5.710], Ganapathisubramani et al. [5.711] and
Hu et al. [5.712] to obtain vorticity measurements in
boundary-layer flows and in a lobed jet mixer. A two-
frequency DSPIV was applied in jet flows to measure all
nine components of the velocity gradient tensor with res-
olution of about six Kolmogorov length scales [5.713].
These recent works based on PIV techniques have
demonstrated the potential to provide measurements of
vorticity with excellent spatial resolution. At the mo-
ment, their temporal resolution is rather limited, which
does not however affect the process of statistical averag-
ing. In the following a description of optical techniques
which have been used to measure one velocity gradi-
ent/vorticity at a single point with reasonable success
will be provided. These techniques can be classified as
direct or indirect, depending on whether vorticity is ob-
tained from the measurement of fluid particles rotation
or from the measurement of individual velocity gradients
inside the flow field.

One of the first direct measurements of vorticity was
obtained by Frish and Webb [5.701] by measuring the
solid rotations of tiny transparent spherical beads with
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Fig. 5.174 The effect of mirror rotation on beam reflection
as in the technique by Frish and Webb [5.701]
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a diameter of 25 µm, each containing embedded pla-
nar crystal mirrors specially developed for this purpose,
suspended in a refractive-index-matched liquid.

The flows and the beads were illuminated by a laser
light and the rate of rotation of the reflected light, which
is proportional to vorticity, was measured directly. Fig-
ure 5.174 depicts the effect of a rotating mirror on the
direction of the reflected beam. If the mirror is rotated
by an angle ∆ϕ within an infinitesimally small time ∆t
then its angular velocity will be ω= ∆ϕ/∆t and the in-
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Fig. 5.175 (a) Typical fringe pattern in LDA. (b) Con-
figuration for the measurement of one velocity gradient
∂Ui/∂x j . (c) Configuration for the measurement of the
cross-correlation of velocity components

cident and reflected angles of the light beams are αi and
αr , respectively, then each angle will change by the same
amount ∆ϕ, and the angle between the reflected and in-
cident beams will change by 2∆ϕ. For a fixed ∆ϕ the
measurement of ∆t can lead to the determination of the
rate of rotation, which is half of the vorticity. The spatial
resolution of the technique, which is determined by the
size of the beads, is considered to be very good. How-
ever, the complexity of this technique and the require-
ment for matched refractive index prohibit its use in air.

Most of the techniques used to obtain indirect meas-
urements of vorticity take advantage of the Doppler
effect and have configurations similar to those used in
laser Doppler anemometry (LDA). In typical dual-beam
configurations for velocity measurements, two laser
beams cross each other to form the measuring/probe
volume with the fringe pattern, as shown in Fig. 5.175a.
Receiving optics can be aligned in any direction since
the Doppler frequency shift ∆ fD is independent of the
ks direction. The velocity component normal to the
fringe orientation vi (x j ) can be obtained by measur-
ing ∆ fD = V · (k01 −k02)/2π, where k01 and k02 are
the wavenumber vectors along the two incident beams
forming the measurement volume.

A natural extension of the traditional single-point
LDA measurement of one velocity component to obtain
one velocity gradient is shown in Fig. 5.175b, where two
independent probe volumes are formed at a distance ∆x j
apart to measure two velocity components in the same
direction, vi (x j ) and vi (x j +∆x j ), respectively. The ve-
locity gradient ∂vi/∂x j can be estimated through the
finite-difference relation ∂vi/∂x j ≈ ∆vi/∆x j ≈ vi (x j +
∆x j )−vi (x j )/∆x j . For one-component vorticity meas-
urements, simultaneous measurements of the two
velocity gradients are required.

This configuration has been used by Lang and
Dimotakis [5.714] and Lang [5.715] to obtain meas-
urements of one component of vorticity in a two-
dimensional shear layer. Two probe volumes, separated
by ∆y = 1.9 mm, were aligned in the y-direction to
measure the ∂v/∂y gradient and another two probe vol-
umes separated by ∆x = 1.9 mm were aligned in the
x-direction to measure the ∂V/∂x gradient. Thus eight
beams were required to measure the spanwise vorticity
component Ωz = ∂V/∂x −∂U/∂y, which was estimated
as Ωz = (V2 − V1)/∆x − (U2 −U1)/∆y. Mean and rms
values of Ωz were obtained. The lack of estimates for
the dissipation rate of turbulent kinetic energy prevented
direct evaluation of the spatial resolution of this tech-
nique. A similar arrangement has been used by Romano
et al. [5.716] to measure velocity structure functions
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in a channel flow where two completely different LDA
systems were used.

Instead of generating two distinct probe volumes
to obtain two velocity estimates at nearby locations,
an alternative method is to form a single probe vol-
ume with focus at two distinct points inside the volume.
The advantage of the latter approach is that fewer op-
tical components are required. It has already been used
for cross-correlation measurements in space [5.719,720]
and for simultaneous velocity measurements at several
points by using an elongated control volume generated
by the intersection of two sheet beams formed by passing
the beams through two cylindrical lenses (Fig. 5.175c)
as described by Nakatani et al. [5.721]. The light inten-
sity is reduced significantly in this arrangement of two
interfering sheets and therefore the signal-to-noise ratio
is deteriorated.

The LAVOR (laser vorticity probe) method proposed
by Agui and Andreopoulos [5.717, 718] uses two paral-
lel laser beams focused with a long-focal-length lens to
generate a moderately narrow probe volume defined by
the region of intersection of the two beams. The veloc-
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Fig. 5.176 Principle of measurement in the technique by
Agui and Andreopoulos [5.717, 718]. PM: photomultiplier

ity at two different locations inside the probe volume
is measured. There are several advantages to this ap-
proach over the sheet beam approach. These include
fewer optical components, simple alignment of the op-
tics, smaller windows for optical access, and better use
of laser intensity.

A schematic drawing of the principle is shown in
Fig. 5.176. The measurement locations within the probe
volume are defined by imaging the entire probe vol-
ume onto the optical fibers located on the opposite side
of the receiving optics. Therefore, scattered light will
be collected from two distant locations within the probe
volume. Scattered light from the two points on the probe
volume is designed to enter the acceptance cone of
the optical fibers. The distance ∆x j between the two
measurement points can be adjusted to match the spa-
tial resolution requirements. No magnification through
the lenses was used in this application and therefore the
distance between the two fibers ∆x j, f was the same
as the distance ∆x j . The distance of the fibers ∆x j, f
can be of the order of 1 mm and, for the case where
the two fibers are very close together, the distance be-
tween the two points in the probe volume will be on the
order of 0.3–1 mm. The value of ∆x j sets the spatial
resolution of the probe and has to be compared to the
Kolmogorov length scale of the turbulent flow under in-
vestigation η= (ν3/ε)1/4, where ε is the dissipation rate
of turbulent kinetic energy, if the smallest viscous scales
are be resolved [5.702, 722]. It should be noted that, al-
though the resultant probe volume is large, the spatial
resolution is defined by the intersection of the probe
volume and the image of the optical fiber ends. The
aforementioned range of the spatial resolution is not un-
realistic; it is based on the experimental results of Johns
et al. [5.720] and Fraser et al. [5.719]. The authors in the
first reference succeeded in making spatial correlation
measurements between velocity components at differ-
ent locations as close as 70 µm and without crosstalk
between the scattered light by the two particles present
at the measurement volume.

The uniqueness of the LAVOR technique for vortic-
ity measurements lies in the use of

1. a small control volume imaged onto the core of
a fiber

2. fiber optics that allows high spatial resolution and
3. fewer optical components.

An extremely fast digital data-acquisition device was
used, which allows instantaneous processing of the burst
signal with a high mean rate of 78 000 bursts/s by us-
ing a record length of 64 points to digitize the individual
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bursts. This value determines the temporal resolution
of the new technique. In addition to vorticity, measure-
ments of velocity components are also obtained at the
same time so that an additional mapping of the velocity
flow field is not necessary.

The implementation of the previously described idea
for measurements of vorticity is shown in Figs. 5.177a,b.
For measurement of one vorticity component, the de-
termination of the two velocity gradients ∂v2/∂x1 and
∂v1/∂x2 is required. Therefore, the probe volumes have
to be oriented appropriately to coincide with the x1–x2
plane. It should be emphasized that the measured vortic-
ity Ω3 is invariant with rotation of both probe volumes
about the x3-axis, which is normal to the x1–x2 plane.
Scattered light collected through the receiving optics
enters the fibers through a module located on the fo-
cal plane. The fiber-optics module with the arrangement
of the four fiber cable ends is shown in Fig. 5.177c. It
should be noted that the x1–x2 plane coincides with the
focal plane of the arrangement of the receiving optics.

An appreciation of the advantages of the LAVOR
technique can be obtained if one compares it with the ar-
rangement adopted by Romano et al. [5.716] to measure
velocity transfer functions in channel flows that re-
quired the use of instrumentation, equipment, and optical
components equivalent to two different LDA systems.

A second category of single-point velocity gradi-
ent/vorticity measurement techniques exists that are not
based on the interference of two laser beams and the
scattering light of a particle moving through the fringes
realized on the surface of the photodetector. This cate-
gory includes techniques that use laser Doppler signals
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Fig. 5.177 (a) Beam orientation for the measurement of ∂v1/∂x2. (b) Beam orientation for the measurement of ∂v2/∂x1.
(c) Fiber optics module

from two particles illuminated by two different light
beams. Durst et al. [5.723] in panel 3.26 of that book
show that the introduction of phase variation with time
caused by the movement of light-scattering particles
will yield signals that originate from different particles
illuminated by different light beams (Fig. 5.178a). An
equation for the light intensity at the surface of the pho-
tomultiplier has been derived for the case of two beams
that have the same wavelength, which shows that the in-
tensity will vary with time and cause the photodetector to
respond to the Doppler frequency, which is a function of
the relative velocity of the two particles if their position
is known. If the two beams are parallel, the directions of
the two scattering waves are the same, and the photode-
tector is orientated in the same direction and positioned
halfway between the two beams then the Doppler shift
∆ fD is proportional to the velocity difference. No meas-
urements have been presented to validate the proposed
technique.

The idea of heterodyning of the scattered light from
two particles was explored by Hanson [5.724] and more
recently by Ötügen et al. [5.725] and Yao et al. [5.726].
Hanson’s heterodyning arrangement uses an optical fil-
ter to define the relative separation of two particles,
which requires the fabrication of miniature spatial grat-
ings and rings with geometries tailored to the specific
flows under investigation. His technique, which has been
tested in a cylindrical laminar Couette flow, is insensitive
to the sign of velocity gradient.

The technique by Ötügen et al. [5.725], shown
schematically in Fig. 5.178b, resolves the sign of the
velocity gradient by using a Bragg cell to shift the fre-
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quency of one laser beam and has been tested in the
laminar flow formed between two concentric cylinders
with one of them rotating. Yao’s et al. [5.726] technique,
which is quite similar to that of Ötügen et al., has been
tested successfully in a laminar channel flow.

If only one particle is present in one of the two tar-
geted locations, its Doppler effect will be lost within
the much larger frequency of the laser beam that goes
undetected by the photomultiplier. Only when both par-
ticles are present is there cancelation of the original laser
frequency and is the beat frequency detected.

The technique by Ötügen et al. originally used two
different arrangements to collect scattered light from the
two particles in the measurement volume. The two scat-
tered light paths were recombined by a beam combiner
before they enter the photomultiplier. This technique
has been further developed recently and a single ar-
rangement of collecting optics has been used in which
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Fig. 5.178 (a) Durst et al. [5.723] proposal for velocity dif-
ference measurements. (b) Ötügen et al. [5.725] technique
for velocity difference measurements

both particles appear to be practically on the same fo-
cal plane because of the close proximity of the two laser
beams. The technique has been used to carry out meas-
urements of vorticity in the turbulent boundary layer of
a small closed-loop water tunnel [5.727] and in the tur-
bulent shear layers behind a splitter plate placed in the
same wind tunnel [5.728]. Each of the shear layers had
a thickness of about 4 mm and the distances ∆x and
∆y between the two particles for each of the two pair
of beams were ∆x = 0.7 mm and ∆y = 1 mm. Thus the
ratio of the large flow scale to the separation distance
∆x or ∆y is 4–6, which is considered inadequate to
resolve even the large-scale contributions to the vortic-
ity let alone the contributions of small scales of the size
of the Kolmogorov viscous scales, which was estimated
to be 0.047–0.067 mm. This is a shortcoming of the
test flow and the size of the water-tunnel facility rather
than of the technique itself, which appears to be very
promising. In fact, in their boundary-layer experiments
the boundary-layer thickness was about 40 mm and the
separation distances were reduced to ∆x = 0.4 mm and
∆y = 0.78 mm. In this case, the Kolmogorov length
scales appear to be of the order of 0.03–0.07 mm in
the region close to the wall. Thus the ratio ∆x/η is in
the range 13–23, which can be considered reasonably
small but inadequate.

In all these techniques that estimate the velocity gra-
dient through the heterodyning of the scattered light
from two different particles, the velocity field cannot
be measured simultaneously with the velocity gradient,
which requires separate measurements. In this respect,
the inability of these methods to provide information
about the velocity field at the same time as the velocity
gradient measurements may be considered a drawback.

It is also evident from the description above that
many of the techniques have been validated in a laminar
flow environment. This is a first step in a full evaluation
plan that should be followed up with testing in a turbulent
flow where documentation of the flow-field quantities
exists.

Particle Rates and Temporal Resolution
Although the statistics of fluctuations of individual ve-
locity components do not require increased temporal
resolution, cross-correlation/shear stress and velocity
gradients/vorticity measurements require a high degree
of coincidence of particles at different locations in the
probe volume. This can be achieved, to a certain extent,
through high rate of particles arriving at the measure-
ment locations. If PA (0 ≤ PA ≤ 1) is the probability
of having one particle at a given location A and PB
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(0 ≤ PB ≤ 1) is the probability of having one particle
at a second location B then the probability of having
two particles at the same time in locations A and B
is P(A∩B) = PA × PB, provided that these two events
are independent of each other [5.729]. This results in
a value of P(A∩B) that is smaller than either PA or PB.
If the presence of four particles at the same time at four
different locations A, B, C, and D is required, called co-
incidence in the present context, then the probability of
this event is P4 where P = PA = PB = PC = PD. For
a typical P = 0.5 then P4 = 0.0625, a value eight times
less than P.

Increasing the particle concentration so that there is
always at least one pair of particles in the measuring
volume can increase the coincidence and therefore the
data rate. Further increase in particles concentration may
result in the presence of more than one particle inside
the measuring volume, which can cause interference due
to multiple light scattering. In addition, the presence of
too many particles will affect the flow field itself, which
may become a slurry.

As the Reynolds number of the particular flow
increases, turbulence fluctuations will increase and
therefore turbulent diffusion, a process that is respon-
sible for transporting particles into the measurement
volume, will increase and therefore the particle arrival
rate will increase. However, the residence time of each
particle will be shorter and the rate of validation will
decrease because the coincidence criteria will not be
met. In effect, achieving high rates of validated particles
present at various locations of the flow field at the same
time becomes increasingly difficult and, if this is com-
pounded with the requirement to have continuous signal,
it is close to impossible.

The resolution in time of the measurements depends
basically on the rate of arrivals of particles in the probe
volume and on the data processing rate of the hard-
ware. Since most burst-type processors can process data
at a rate of about 200 000 bursts/s, which is considered
adequate for temporal resolution of flows up to low sub-
sonic Mach numbers, the temporal resolution is entirely
dependent on the rate of particle arrivals at the focusing
points.

To demonstrate several of the typical issues involved
in optical strophometry, the LAVOR technique of Agui
and Andreopoulos [5.718] will be described in more de-
tail than above. This technique has been used to obtain
measurements of the spanwise vorticity in the near-wall
region of a two-dimensional boundary layer configured
in the CCNY (City College New York) low-speed wind
tunnel, which has a 1.2 m × 1.2 × 8.4 m working sec-

tion. Three different experiments were carried out at
Reynolds numbers Reθ = 2700, 3900 and 5400. This
test flow has been extensively investigated and data
of all turbulent quantities, including three-dimensional
time-resolved vorticity obtained by subminiature multi
hot-wire techniques, are well documented in several
publications [5.689, 730]. Thus a direct comparison of
the LAVOR data with the hot-wire data of vorticity will
be more meaningful since both have been obtained in
the same facility under similar flow conditions.

The flow was seeded with 1–3 µm-diameter par-
ticles produced by an oil-based smoke machine that was
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Fig. 5.179 (a) Typical time record of time intervals between suc-
cessive particle arrivals (after Agui and Andreopoulos [5.718]).
(b) Typical probability density function (PDF) of particle arrival rates
(number/s), Fp and the inverse of the residence time in the probe
volume FR = 1/TR in the experiments by Agui and Andreopou-
los [5.718]
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introduced into the boundary layer through a hole in the
wall about 1.8 m or 12.6δ upstream of the measuring lo-
cation. The particle size, pinhole-fiber diameter, the size
of the probe volume, and the separation distance between
focusing points on the probe volume were the most
important dimensions to be optimized in the LAVOR
probe for good spatial resolution. The size of the focus-
ing point, determined by the image of the fiber/pinhole
diameter, was 100 µm, which defined the spatial reso-
lution of velocity measurements. As mentioned earlier,
the separation distance between the focusing locations
on the probe volume determines the spatial resolution of
the measurements of velocity gradients, i. e., vorticity.
This separation in the case of the Reθ = 2700 flow was
about three Kolmogorov microscale units and was based
on the case that this separation distance was 1.0 mm,
which appeared to be the upper bound of the estimates.
This resolution is about 35% better than that in the ex-
periments of Balint et al. [5.731] and Honkan [5.690].
As a result of improved resolution, the uncertainty in
measurements of vorticity due to unresolved scales is
estimated to be considerably below the 9% estimate
predicted by the theory of Ewing and George [5.732].

In this boundary-layer flow, the frequency scale of
the Kolmogorov-size eddies fε = (ε/ν)1/2, which can
be considered the maximum frequency anticipated in
the flow, is about 250 Hz [5.690,731]. This indicates that
adequate temporal resolution can be achieved with a rate
of 250 bursts/s. Figure 5.179a shows a record of the
time interval between successive particle arrivals Tp. The
bursts produced by these particles have been validated by
the burst processors. It can be seen that most of the time
intervals are between 1 and 5 ms, which indicates a data
rate much faster than 200 Hz. The validated particle data
rate, defined as Fp = 1/Tp, has a probability density
function (PDF), which is shown in Fig. 5.179b. It appears
that the most probable value is about 450 particles per
second, which is higher than the Kolmogorov frequency
of the dissipative scales fε and about half the frequency
in near-wall viscous units, u2

τ/ν, which is approximately
1 kHz. Thus the data density in the dissipative scale is
Fp/ fε ≈ 1–2. At the same time the particle residence
time TR is smaller than the time between particles Tp.
This is also shown in Fig. 5.179b where the PDF of the
frequency FR = 1/TR is plotted for direct comparison
with the PDF of particle rate Fp. The most probable
value of FR appears to be 2.2 kHz, which is substantially
larger than the most probable value of the particle rate.

Time coincidence in this case was realized within
a time window tc, which in this case was taken as the
inverse of the maximum frequency of the flow 1/ fε, usu-

ally characteristic of the dissipative range of scales. This
was facilitated in the data-processing software by inter-
polating between successive bursts separated by a time
∆t < tc. When this time ∆t was greater than tc signal
dropout occurred. Figure 5.180a shows a schematic of
the interpolation algorithm used to analyze the data.

The statistical results obtained in the work of Agui
and Andreopoulos [5.718] are not very sensitive to small
or large changes in tc. Figure 5.180b shows the results
of a sensitivity analysis of the quantitiesΩ3, and (ω2

3)1/2

when the ratio of tc/Tε obtains values in the range
0.1–1.4. The data were obtained at x+

2 = 9.58 and are
presented as normalized differences from the value of
the corresponding quantity Q at tc/Tε = 1, which was
finally adopted, i. e., ∆Q/Q = [Q(tc)− Q(Tε)]/Q(tc),
where Q is either of the two previously mentioned quan-
tities. The results show less than 4% variation in any
of the quantities shown above for a 130% variation in
tc/Tε. These typical results suggest that there is no ap-
preciable sensitivity of Ω3, and (ω2

3)1/2 to changes in
the coincidence window tc/Tε.
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Fig. 5.180 (a) Interpolation scheme used in Agui and An-
dreopoulos [5.718]. Black: actual data; grey: interpolated
data. (b) The effects of the coincidence window tc on
vorticity statistics (after Agui and Andreopoulos [5.718])
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Uncertainties in Determining
the Separation Distance for Optical Methods

In order to compute the vorticity component Ω3 from
the measured velocity differences, the distance between
the two particles should be known. Although the fo-
cusing area can be determined rather well, the distance
between the two particles cannot be considered as con-
stant because the particle sizes are much smaller than
the diameters of the two areas and they may not cross
through the centers of the respective areas. Figure 5.181a
illustrates the probe volume with two particles entering
it at different locations. The actual distance between the
two particles ∆x j is bounded in the following range
∆xF − DF ≤ ∆x j ≤ ∆xF + DF where ∆xF is the fixed
distance between the centers of the two fiber images
and DF is the diameter of the fiber image, which in
the case of the work of Agui and Andreopoulos was
about 0.1 mm, a value very close to half the maximum
width of the probe volume. Although on average it is
expected that ∆xF ≈ ∆x j , instantaneous values of ∆x j
can vary by ±DF (at most) since particles can cross
the probe volume without passing through the center
of the fiber image. Thus the ratio of ±DF/∆x j can
provide the lower and upper bounds of the estimate
of the uncertainties involved in the determination of
the separation distance between the two particles. Typ-
ically the distance ∆x j can be of the order of 1 mm
or a fraction of that and can be fixed in advance. In
this respect, it is expected that DF/∆x j = 0.1. Agui and
Andreopoulos [5.718] attempted to reduce this uncer-
tainty further in two different ways: first, by estimating
the relative position of the particle entering the fiber
image by taking into account its residence-time infor-
mation and velocity as well as its local direction θ

determined from the measurement of the other veloc-
ity component, and second, by filtering out data with
residence traveling distance LR within the image of
the fibers, which is considerably less than the diam-
eter DF.

The first technique accounts for some variation in
∆x j . The associated procedure is better illustrated in
Fig. 5.181b where only one image of the fiber is con-
sidered, which is assumed to be circular. The path
of a particle entering at a point Ain with coordinates
(xin

1 , xin
2 ) and exiting the probe volume at Aout with co-

ordinates (xout
1 , xout

2 ) is also shown in this figure. The
coordinate system has its origin at the centroid of the
probe volume. Since the location and therefore the co-
ordinates of the particle change during the residency
time, a decision has to be made as to which location
will be selected to compute the value of ∆x j . It ap-

pears that the most plausible location is the mid distance
between the entry and exit points (xm

1 , xm
2 ). Geometri-

cal considerations indicate that xm
1 = xin

1 −1/2LR tan θ
where LR in the normal distance between Ain and
Aout(xin

2 − xout
2 ), which can be estimated through the

residency time TR and the measured local velocity v2.
Thus xin

2 − xout
2 = LR = v2TR and the estimated offset

location of the particle coordinate in the x1 direction
is

δx j = cos θ

[
D2

F

4
+
(

LR

2 cos θ

)2
]1/2

=
(

D2
F

4
cos2θ+ L2

R

4

)1/2

. (5.314)

The angle θ is the local direction of the particle at
Ain defined as θ = tan−1(v1/v2). The value of v1 at
this location is not known. An estimate of this veloc-
ity component is available at the origin of the coordinate
system, which was obtained at the other probe volume.
This estimate of v1 can be used in evaluating the previ-
ous equation without accounting for a possible variation
along the x1.

In order to gain some insight into the contributing
terms of the previous equation, Agui and Andreopou-
los [5.718] computed values of the residency distance
LR and their PDF is shown in Fig. 5.181c. LR cannot
exceed the diameter of the image of the fiber within
the probe volume DF, which was about 0.1 mm. The
data of Fig. 5.181c clearly show that the majority of
the events take place at LR ≈ DF. The data also show
that there exist contributions from events with LR < DF.
The PDF drops steeply for values of LR > DF. The
data indicate that the useful range of LR is between
0.001 mm < LR < 0.165 mm the upper bound of which
is slightly higher that the anticipated 0.1 mm. It ap-
pears that events with values close to the two limits
of this range contribute insignificantly to the statistical
data.

In the second method used to reduce the uncertainty
in ∆x j , events with values of LR outside the range
0.016 mm <∆x j < 0.14 mm were filtered out from the
statistics.

The drawback of the first technique is that the depth
of field of the fiber end images has been ignored in these
considerations. In addition, there is an ambiguity in de-
termining the sign of δx j under these assumptions. The
disadvantage of the second procedure is that by filter-
ing out events with data, which correspond to particles
crossing the fiber end image at locations away from its
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center, the resultant time series of the processed data
contain more signal dropouts than before. It appears,
however, that both corrections, when applied to the ac-
quired data, have minor effect on the statistical results.
Mean and rms vorticity values are reduced by 1–2%
only. The reason is that the number of events affected by
the corrections is rather small in comparison to the to-
tal number of realizations. If the fixed distance between
the two fibers is reduced to 0.4 mm the effect of both
corrections is expected to be greater than in the case
of ∆x j = 1 mm. As a result of these considerations, the
data of Agui and Andreopoulos [5.718] have not been
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Fig. 5.181 (a) Schematic of two distinct focal regions and
particle crossings on the same probe volume. (b) Ge-
ometrical details of particle crossings on half probe
volume. (c) Typical probability density function of the tran-
sient/residence distance inside the probe volume in the
experiments by Agui and Andreopoulos [5.718]

corrected to reduce the uncertainty in the fiber separa-
tion ∆x j . In addition, no corrections due to the velocity
bias have been applied to their data.

Uncertainty Estimates
of Velocity Gradients Measurements

Direct estimates of the uncertainties associated with the
measurements of velocity gradients can be obtained by
considering the propagation of the uncertainties in the
measurement of each quantity involved in the process.
Following the example of Honkan and Andreopou-
los [5.689], a typical velocity gradient is measured by
the following approximation:

∂v+
i

∂x+
j

∼= vi (x j +∆x j )−vi (x j )

∆x j
Tv = F , (5.315)

where Tv is an appropriate time scale to normalize veloc-
ity gradients, which in the case of wall-bounded flows
can be the viscous time scale in the near-wall region,
Tv = ν/u2

τ with uτ being the friction velocity.
For the typical test case of Agui and Andreopou-

los [5.718], the uncertainties in the measurements of
vi (x j ) and vi (x j +∆x j ) can be assumed to be the same,
∆vi (x j ) = ∆vi(x j +∆x j ) = ∆v, and if the uncertainty
in the estimate of ∆x j is ∆(∆x j ), then the relative un-
certainty ∆F/F for the case of wall-bounded flows will
be given by

∆F

F
=
{

2

[
∆v

vi (x j )−vi (x j +∆x j )

]2

+
[

∆(∆x j )

(∆x j )

]2

+4

(
∆uτ

uτ

)2 }1/2

. (5.316)

As can be seen from this relation, the factor 4 in front
of the third term on the right-hand side makes the un-
certainty in the measurement of the friction velocity uτ

one of the major contributors to the total uncertainty.
A typical uncertainty of 5% is assumed in determining
uτ.

The relative uncertainty shown in (5.316) has typi-
cally been estimated in the viscous sublayer where F is
maximum. Agui and Andreopoulos [5.718] suggest that
a typical value of the uncertainty ∆v is 1%, which cor-
responds to about 0.01 m/s while a typical velocity dif-
ference is v1(x j )−v j (x j +∆x j ) = uτ∆x+

2 = 0.2 m/s,
where ∆x+

2 = 1.6 (the probe size). A typical value of
the uncertainty in estimating the distance ∆x j is 2%,
a value based on the results of the sensitivity analysis
described earlier. Thus the uncertainty ∆F/F appears to
be about 11% in the viscous sublayer. The relative un-

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 397

certainty ∆F/F increases as the distance away from the
wall increases because the absolute value of F decreases.

Comparison of Mean Velocity-Gradient Data
in Boundary-Layer Flows

A comparison between the mean velocity gradient and
the derivative of the mean velocity profile is a good in-
dicator of the probe’s ability to measure at least one
velocity gradient with sufficient accuracy. An attempt
has been made here to compare several results ob-
tained by different techniques in different facilities in
boundary-layer or channel flow experiments.

Figure 5.182 shows the distribution of the mean
velocity gradient ∂U+

1 /∂x+
2 (negative Ω+

3 ) across the
boundary layer. Table 5.7 lists some of the bulk
characteristics of the various datasets used in the
present comparison. The data of Honkan and An-
dreopoulos [5.689], Briassulis et al. [5.694], and Agui
and Andreopoulos [5.718] were obtained in the same
wind-tunnel facility at CCNY. The data of Agui and
Andreopoulos [5.718] were obtained with the optical
technique LAVOR and the results shown in Fig. 5.182
are those measured at the centroid of the probe by time-
averaging its instantaneous values. These data can be
directly compared with the data of Honkan and An-
dreopoulos [5.689]. The two datasets agree very well
in the buffer region while the LAVOR data appear to be
slightly higher in the logarithmic region.

On the same figure the data of the mean velocity
derivative are plotted; were obtained by differentiating
Spalding’s [5.733] formula for the mean velocity dis-
tribution in the near-wall region, including the buffer
zone and the logarithmic region. In addition, the data
of mean velocity derivative in the logarithmic region,
1/κx+

2 , where κ is the so-called von Kármán constant,
are also plotted for comparison. The data obtained by
differentiating the near-wall velocity measurements of
Purtell et al. [5.734] and Andreopoulos et al. [5.735]
have also been plotted in the same figure. Purtell et al.’s
mean velocity data show no Reθ effect in the near-wall
region and therefore the deduced mean velocity-gradient
data are independent of Reθ . The data of Andreopoulos
et al. correspond to Reθ = 3624.

The LAVOR data are also compared with the hot-
wire data of Balint et al. [5.731]. It appears that the
agreement of the LAVOR data with those of Balint et al.
and with Spalding’s formula in the buffer region is very
satisfactory. Both data sets are also in very good agree-
ment with the data obtained from the relation of the
logarithmic law in the region of its validity. The data of
Purtell et al. are lower than those predicted by Spald-
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Fig. 5.182 Comparison of mean velocity gradient data obtained in
boundary-layer flows by various experimental techniques

ing’s correlation while the data of Andreopoulos et al.
are closer to Spalding’s prediction in the upper edge
of the buffer layer and close to Purtell’s data at the
upper edge of the viscous sublayer. However, if one
considers that the uncertainty introduced in deducing
these data and the uncertainty band associated with
Spalding’s formula, which originates from a modest
5% uncertainty in the initial mean velocity measure-
ments, the agreement of the LAVOR measurements
with existing data and correlations is quite satisfactory.
It should also be pointed out that Spalding’s relation
should be reconsidered in light of recent demonstra-
tions of limitations of the classical law-of-the-wall for
the viscous sublayer. Bradshaw and Huang [5.736], for
instance, have shown that integration of the total shear
stress expression yields ∂U1/∂x+

2 = 1− A(x+
2 )3, where

A = ∂u1/∂x2∂p/∂x2. The value of this coefficient, as
suggested by Mansour et al. [5.737], is 1.4 × 10−3 and
the whole subtracting term represents the contribution
of the turbulent part of the total shear stress if the latter is
independent of the wall distance in the viscous sublayer.
Based on this relation the velocity gradient appears to
be lower than that calculated from Spalding’s formula
(Fig. 5.182).

The data of Su and Ötügen [5.738] obtained in
a water tunnel agree reasonably well with the rest of
the data. The high-Reynolds-number data of Breyer
et al. [5.706] (Reh = 100 000) are substantially higher
than the rest of the data in the near-wall region. The
low-Reynolds-number data (Reh = 3500) show better
agreement with the majority of the data under com-
parison in the near-wall region. In general, most of

Part
B

5
.5



398 Part B Measurement of Primary Quantities

Table 5.7 Principal parameters of various experiments providing rms vorticity data

Datasets Reθ Resolution Lp/η L+
p Measurement technique Measured quantities

[5.718] 2790 < 4 < 6 Optical Ω3

[5.696] 3900 5 13 Optical Ω3

5400 6 19

[5.731] 2685 6 11 Hot wire Ω1, Ω2, Ω3; Sij

[5.689] 2790 7 12 Hot wire Ω1, Ω2, Ω3; Sij , full dissipation

[5.739] 1450 6 – Hot wire Ω3

[5.705] 2270 – 15 Optical, PIV Ω3

[5.705] 6450 – 20 Optical, PIV Ω3

[5.740] 1100 0.6–1.5 1.95 Hot wire Ω3

2870 0.9–3.4 4.75

4850 1.7–7.0 7.82

[5.741] 5 × 106 – < 6 Hot wire Ω3

[5.738] 1837 17 26 Optical Ω3

[5.706] (Reh) 3500 2 – Optical, laser speckle ∂v/∂x +∂v/∂y, ∂v/∂x −∂v/∂y,

6700 4 and ∂v/∂z

100 000

the data agree reasonably well with each other in
the region x+

2 > 80 while there are substantial differ-
ences in the closer region to the wall with x+

2 < 80
where most of the intensive vortical activities take
place. Thus the best test for the method is how well
it works in the near-wall region of the boundary-layer
flow.

Comparison of Fluctuating Vorticity Statistical
Data in Boundary Layers

Comparison of various data sets that describe the dis-
tribution of the rms spanwise vorticity fluctuations is
shown in Fig. 5.183a plotted against x+

2 and normalized
by u2

τ/ν. The data sets under comparison are listed in Ta-
ble 5.7 together with their spatial resolution estimates.
In addition to these experimental data, the DNS results
of Spalart [5.742] obtained at a rather low Reθ = 1400
and by Kim et al. [5.743] are also plotted for comparison.
The data of Rajagopalan and Antonia [5.739] and Mein-
hart and Adrian [5.705] obtained by PIV techniques with
a spatial resolution of about ∆x+ = 20 are also plotted
on the same figure. It should be mentioned that all the
data sets, with the exception of Meinhart and Adrian
and Su and Ötügen, agree remarkably well in the re-
gion x+

2 > 60. Considerable differences, however, seem
to exist in the near-wall region. The LAVOR data of
Agui and Andreopoulos [5.718] seem to be substantially
higher than any of the other measurements. The data by
Klewicki [5.740] obtained at Reθ = 2870 are reasonably
close to the LAVOR data but start to deviate in the buffer

region with x+
2 < 20 where differences of up to 15% can

be observed.
Comparison with data obtained in other facilities

under different conditions is meaningful only when
appropriate scaling is available. The work of Balint
et al. [5.731] and Honkan and Andreopoulos [5.689]
clearly indicated that current scaling ideas based on in-
ner, outer, or mixed-layer parameters failed to collapse
velocity gradient/vorticity data. The data of Honkan and
Andreopoulos [5.689], however, have been obtained in
the same wind tunnel under exactly the same flow condi-
tions as the LAVOR measurements. This allows a direct
comparison in the absence of any problem due to in-
adequate scaling. It appears that the LAVOR data are
higher than the hot-wire data in the x+

2 < 60 region. One
possible reason for this behavior is the higher spatial res-
olution of the LAVOR technique and its non-intrusive
character.

There are two more parameters to be considered for
a meaningful comparison of the various data sets. First
is the accuracy in the measurements of vorticity and the
uncertainty in measuring uτ, which as discussed later ap-
pears to be one of the most dominant contributors to the
overall uncertainty. Unfortunately the overall issue of ac-
curacy in the measurements of vorticity is not addressed
in detail in the published literature and information on
uncertainty in the measurements of uτ is not available
for the majority of datasets. Second is the effect of Reθ

which, as will be shown in the next Section, is yet to be
established. There is evidence suggesting that ω+

3 -rms
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increases with increasing Reθ . However, quantitatively
this effect is not strong enough to explain the rather sub-
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stantial differences between the various datasets shown
in Fig. 5.183a. Most probably these differences are at-
tributed to the combined effects of different accuracies
involved in each of the techniques applied including
those due to spatial resolution, the lack of appropriate
scaling, and the effects of Reθ .

Reynolds-Number Effects
The effect of Reynolds number on statistical properties
of velocity fluctuations in turbulent flows is always of
interest, since most opractical engineering flows are in
the high-Reynolds-number regime and most laboratory
data have been obtained in low-Reynolds-number flows.
Reynolds-number effects on vorticity statistics have yet
to be demonstrated experimentally. Some rms data for
the quantities ∂v/∂x +∂v/∂y, ∂v/∂x −∂v/∂y, and ∂v/∂z
obtained by Kriegs et al. [5.707] show no effect for
Reynolds numbers of 2600–4000. In the work of Kriegs
and Strude [5.708] the rms data for ∂v/∂x +∂v/∂y seem
to increase slightly in the near-wall region, with increas-
ing Reynolds number from 2250 to 6700, while the rms
data of the quantity ∂v/∂z decrease with increasing Re.

Figure 5.183b shows the rms of the spanwise vortic-
ity fluctuations at three different values of Reθ obtained
by Agui and Andreopoulos [5.744] by using their LA-
VOR techniques. Although the spatial resolution is
reduced with increasing Reθ (Table 5.7) it remains
reasonably acceptable at Reθ = 3900 and 5400. There
is some evidence that indicates that ω3-rms increases
slightly with increasing Reθ in the near-wall region.
There is a modest increase of about 20% of ω3-rms
for a Reθ increase of 39% at x+

2 = 30. In the case of
Reθ = 5400, no data in the near-wall region are avail-
able and therefore the Re effect shown in the case of
Reθ = 3900 cannot be corroborated.

The high-Reynolds-number data of Metzger and
Klewicki [5.741] obtained in the atmospheric bound-
ary layer developed over the salt flats of the Great
Salt Lake Desert are also plotted for comparison in
Fig. 5.183b. These data appear to be higher than the
present ones within the viscous sublayer and lower
in the outer part of the buffer zone and the begin-
ning of the logarithmic region. Thus the picture that
emerges from this comparison is that, in the buffer and
the viscous sublayer, the rms of the spanwise vorticity

Fig. 5.183 (a) Comparison of rms data for spanwise vortic-
ity fluctuations obtained in boundary-layer flows by various
experimental techniques. (b,c) Effects of Reynolds number
on the vorticity statistics in a boundary layer. (b) After Agui
and Andreopoulos [5.696]; (c) After Klewicki [5.740]
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fluctuations increases with increasing Reθ . This depen-
dency is considerably reduced and reverses away from
the wall.

Quite similar behavior is exhibited by the data of
Klewicki [5.740], obtained in a wind tunnel at three
different values of Reθ . For clarity these data have
been plotted in Fig. 5.183c separately to those shown
in Fig. 5.183b. These data agree well with the data of
Agui and Andreopoulos [5.744]. A comparison with the
high-Reθ data of Metzger and Klewicki [5.741] clearly
suggests a rather strong dependency of vorticity fluc-
tuations on Reθ in the viscous sublayer and the buffer
region.

Concluding Remarks
The importance of vorticity, velocity gradient tensor,
rate-of-strain tensor, and wall vorticity flux was dis-
cussed first in the context of the structure function in
the present contribution, followed by a discussion of
the general requirements of strophometric techniques.
Of paramount significance amongst these are the issues
of the temporal and spatial resolution of the probe vol-
ume for the measuring technique and its validation in
a turbulent flow field. Several optical techniques used
in strophometry were described in detail. The major ad-
vantage of optical techniques over those based on hot
wires is that they are non-intrusive in the flow field
and are therefore suitable for separated flows or flows
with relatively high variation in the pitch or yaw an-
gles of the instantaneous velocity vector. In canonical
turbulent boundary-layer flows, for instance, the rms
of the pitch and yaw angles is about 9◦ very close
to the wall [5.689], which for a Gaussian distribution
with 3 rms range variation indicates a range of 0 to
54. In that respect, hot-wire techniques with sensitiv-
ity to pitch/yaw angle variation in this range can be
effective in channel or boundary-layer-type flows. The
non-intrusive nature of the optical techniques always has
to be considered in relation to possible disturbances in-
troduced by seeding since adding particles can alter the
flow substantially.

A comparison of data measured in boundary-layer
or channel flows using optical techniques with meas-
urements obtained by other means was attempted to
evaluate their performance.

The value of each of these techniques can be
estimated by considering its cost, complexity, and per-
formance. Most of the optical techniques developed to
date have demonstrated capabilities in measuring only
one component of the vorticity vector. Future work and
development should focus on:

1. Increasing the spatial and temporal resolution of
the techniques so that reliable time-dependent
strophometric data can be obtained in high-
Reynolds-number flows

2. Increasing the capabilities to measure more than one
vorticity component

3. Decreasing the cost of hardware and level of com-
plexity of the techniques

4. Applying present techniques to a wide range of
flows.

5.5.2 High-Resolution Dual-Plane
Stereo PIV (DSPIV)

One of the main motivations behind the continuing de-
velopment of advanced measurement methods in fluid
mechanics is the need for experimental studies of tur-
bulent flows, where the wide range of length and time
scales involved in the fluid motion creates one of the
most demanding challenges in all of measurement sci-
ence. Researchers in fluid mechanics are increasingly
seeking to address issues regarding intermediate and
small scales of inhomogeneous turbulence of the type
encountered in practical turbulent shear flows. Unlike
homogeneous isotropic or uniformly sheared turbu-
lence in periodic domains, spatially developing turbulent
shear flows at large Reynolds numbers cannot be read-
ily studied by direct simulation. At the same time,
new measurement capabilities are beginning to pro-
vide experimental access to flow information that had
previously been accessible only by simulations. These
include multiple-sensor hot-wire probes that provide
single-point time-series data for various key turbu-
lence quantities, such as the time-varying vorticity and
strain rate components, as well as the enstrophy and
the dissipation rate. In parallel, these data are being
augmented with new multidimensional optical meas-
urement methods that are providing two-, three- and
even four-dimensional data for velocity gradient fields
that are essential to understanding the intermediate and
small scales of turbulent shear flows. Collectively, these
techniques are beginning to provide a direct experi-
mental measurement capability that, at least in the near
term, may provide the most practical way to obtain the
detailed structure, statistics, similarity and scaling prop-
erties of gradient quantities in turbulent shear flows at
a level of resolution and detail that has traditionally been
associated only with direct numerical simulations.

The fields of principal interest for understanding the
precise structure and dynamics of inhomogeneous tur-
bulence in spatially developing turbulent shear flows are

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 401

all derived from the nine simultaneous components of
the velocity gradient tensor field ∂ui/∂x j (x, t), given by

∂ui

∂x j
=
⎛
⎜⎝
∂u/∂x ∂u/∂y ∂u/∂z

∂v/∂x ∂v/∂y ∂v/∂z

∂w/∂x ∂w/∂y ∂w/∂z

⎞
⎟⎠ (5.317)

The components of this tensor determine the three com-
ponents of the vorticity vector

ωx =
(
∂w

∂y
− ∂v

∂z

)
,

ωy =
(
∂u

∂z
− ∂w

∂x

)
,

ωz =
(
∂v

∂x
− ∂u

∂y

)
,

the three normal components of the strain rate tensor

Sxx =
(
∂u

∂x

)
,

Syy =
(
∂v

∂y

)
,

Szz =
(
∂w

∂z

)
,

and the three shear components of the strain rate tensor

Sxy = 1

2

(
∂u

∂y
+ ∂v

∂x

)
,

Syz = 1

2

(
∂v

∂z
+ ∂w

∂y

)
,

Szy = 1

2

(
∂w

∂x
+ ∂u

∂z

)
.

The strain rate and vorticity components can be written
as

Sij ≡ 1

2

(
∂ui

∂x j
+ ∂u j

∂xi

)
and

ωk ≡ 1

2

(
∂u j

∂xi
− ∂ui

∂x j

)
εijk .

Of these, specific interest is often directed at such
gradient fields as the enstrophy ωiωi , the enstrophy
production rate ωi Sijωi , and the kinetic-energy dis-
sipation rate 2νSij Sij , and in their properties at the
quasi-universal intermediate and small scales of turbu-
lent shear flows.

Numerous studies have sought to develop accurate
ways of measuring these nine quantities simultaneously
in turbulent flows, including single-point probe-based
measurements [5.81, 687, 693] as well as various mul-
tidimensional imaging techniques. Most of the latter

methods are based on particle imaging approaches.
Classical particle image velocimetry (PIV) allows meas-
urement of two in-plane velocity components, which
provide access to four of the nine velocity gradient ten-
sor components. These permit formation of three of the
six components of the strain rate tensor and a single vor-
ticity component. Stereo PIV additionally provides the
out-of-plane velocity component, thereby giving access
to two further velocity gradient components, however
these do not provide any additional strain rate or vor-
ticity components. Particle tracking velocimetry (PTV)
provides three-component velocity fields throughout
a three-dimensional volume, allowing access to all nine
components of ∂ui/∂x j , but the large particle separations
needed for accurate tracking typically prevent gradient
measurements at the small scales of turbulence. The
most extensive velocity gradient measurements in tur-
bulent flows to date have come from holographic particle
image velocimetry (HPIV) [5.709], although the resolu-
tion in those measurements is typically larger than the
smallest scales in the turbulent flow. Indirect measure-
ments of ∂ui/∂x j via scalar imaging velocimetry (SIV)
are based on three-dimensional laser-induced fluores-
cence imaging of a scalar field [5.745,746] and inversion
of the conserved scalar transport equation to obtain the
underlying three-component velocity field [5.747, 748].
This allows highly resolved measurements of all nine si-
multaneous components of the velocity gradients at the
intermediate and small scales of a turbulent flow, but
requires smoothness and continuity constraints in the
inversion to obtain the velocity field.

Dual-plane stereo particle image velocimetry
(DSPIV) is based on two separate stereo PIV meas-
urements that provide all three components of velocity
in two parallel light-sheet planes. This allows all nine
components of ∂ui/∂x j to be calculated from the meas-
ured velocities in the two planes, with the resolution
determined largely by the thickness and spacing of the
light-sheet planes and the size of the PIV correlation
window. The approach requires separating the light scat-
tered by particles in the two light-sheet planes onto two
independent stereo camera pairs. A polarization-based
approach, in which the two light sheets were arranged
with orthogonal polarizations so that each stereo cam-
era pair saw the scattered light from only one of the
sheets, was introduced in [5.749]. This has been used
to measure comparatively large-scale features of the
flow in a turbulent boundary layer [5.750, 751], and
the same technique has been used to investigate large-
scale features of a lobed jet mixer [5.752]. A related
polarization-based dual-plane approach that combines
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stereo PIV and conventional PIV, with continuity used
to estimate the out-of-plane gradient component, has
been used to study features of a turbulent boundary
layer [5.753]. These studies all investigated specific
aspects of these flows, and did not seek to resolve
or study velocity gradients on the quasi-universal in-
termediate and small scales of turbulent shear flows.
Moreover, maintaining the orthogonal polarization in
the Mie scattered light requires the scattering particles
to be spherical, and as a consequence these studies
used fine liquid droplets as seed particles. This can
be done in isothermal flows, but in exothermic react-
ing turbulent shear flows such liquid droplets do not
survive and the polarization-based method cannot be
used.

A two-frequency DSPIV approach [5.713,754,755]
allows traditional solid metal oxide particles to be used
as the seed, thereby permitting measurements in re-
acting as well as nonreacting turbulent shear flows.
This approach is based on measurements in two differ-
entially spaced light-sheet planes, using two different
laser frequencies in conjunction with filters to sepa-
rate the light scattered from the seed particles onto the
individual stereo camera pairs. The differential spac-
ing of the two stereo PIV planes allows resolution
of all nine components of the ∂ui/∂x j fields down to
the local inner (viscous) scale of the turbulent flow,
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Fig. 5.184 Experimental arrange-
ment for two-frequency dual-plane
stereo PIV measurements (af-
ter [5.713])

permitting highly-resolved experimental studies of the
quasi-universal intermediate and small scales of nonre-
acting and exothermically reacting turbulent shear flows.

DSPIV Measurement Setup
As indicated in Fig. 5.184, the two-frequency DSPIV
method [5.713] is based on two simultaneous, inde-
pendent stereo PIV measurements in two differentially
spaced light-sheet planes. Two different light-sheet fre-
quencies are used in conjunction with appropriate optical
filters to separate the scattered light from particles
seeded in the flow onto two independent stereo PIV
camera pairs. The two-frequency system involves four
Nd:YAG lasers, of which two are sequentially trig-
gered to create the double pulses for the light sheets
of wavelength 532 nm and the other two, also sequen-
tially triggered at the same two instants of time, pump
two pulsed dye lasers that provide the light sheets of
wavelength 635 nm. Light scattered from 0.5 µm alu-
minum oxide seed particles is recorded on four 12 bit
1280 × 1024 px PIV cameras. A typical field of view of
15.5 × 12.5 mm is achieved using Sigma 70–300 f/4-
5.6 APO macro lenses. The 532 nm and 635 nm stereo
camera pairs each have narrow-band optical filters that
block the scattered light from the other light sheet. The
four cameras are arranged in an asymmetric angular-
displacement forward–forward imaging configuration
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with a 50◦ included angle satisfying the Scheimpflug
condition. The small field of view required for high-
resolution measurements and the long focal length of the
camera lens necessitate large- f -number imaging to ob-
tain sufficiently focused particle images across the entire
field of view. Precise alignment of the object, lens, and
image planes requires custom-designed camera mounts
to maintain a coincident field of view for all four cam-
eras. Calibration of this imaging arrangement is based
on a transparent precision calibration target [5.713] that
provides registration of all four cameras to a common
reference frame, as well as the mapping from the object
planes to each of the four image planes to correct for
distortions due to the variable magnification across each
image. Particle images are processed with an adaptive
multipass technique using 32×32 px interrogation boxes
with no overlap in the final vector fields. This provides
the same in-plane resolution between vectors as the out-
of-plane resolution between the planes. More-detailed
descriptions of this two-frequency DSPIV setup can be
found in [5.713].

Light-Sheet Characterization
The thickness, spacing, and two-axis parallelism of the
two pairs of light sheets are of central importance to
the resolution and accuracy of DSPIV measurements.
The four laser beams are initially aligned without the
sheet-forming optics to be coincident to within ±25 µm
over the entire optical path, as verified optically using
CCD cameras, and only then formed into light sheets
by inserting the spherical and cylindrical lenses. Prior to
each measurement, transmitted light from a knife edge
traversed across each sheet is measured with a photodi-
ode to assess the characteristics of the four light sheets
quantitatively [5.713]. An error-function fit to each re-
sulting profile is differentiated to obtain a Gaussian
sheet-normal intensity profile. The three lowest-order
moments of this profile allow the sheet centerline posi-
tion and the local 1/e2 thickness of each laser sheet to
be determined. This procedure is repeated at 16 verti-
cal positions along each sheet in the center of the field
of view, as well as at the right and left edges, to char-
acterize the four light sheets over the entire field of
view, as shown in Fig. 5.185. Typical results verify ac-
tual thicknesses of 400±20 µm in the two 532 nm light
sheets and 800±20 µm in the two 635 nm light sheets.
Sheet noncoincidence in each light-sheet pair is typi-
cally less than 40 µm, and less than 1◦ of nonparallelism
can be achieved between the 532 nm and 635 nm light-
sheet pairs. This procedure also quantitatively confirms
the 400±20 µm separation between the two light-sheet
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Fig. 5.185 Characterization of coincidence, two-axis parallelism
and separation of the two light-sheet pairs (after [5.713])

pairs that matches the out-of-plane spatial resolution to
the in-plane resolution of the measurements.

Relative Measurement Resolution
The light sheet characteristics alone do not determine
the spatial resolution achieved in any dual-plane meas-
urement. Four principal factors collectively contribute
to the spatial resolution of these DSPIV measurements:

1. the light-sheet thicknesses and separation
2. the PIV correlation window size
3. the typical bad-vector replacement region size
4. the PIV smoothing filter scale.

As noted before, typical achievable laser sheet thick-
nesses are∆1 ≈ 400 µm and∆1 ≈ 800 µm in the 523 nm
and 635 nm light sheets, respectively. The 32 × 32 px
PIV correlation window, together with the pixel size
and magnification ratio, effectively filters the velocity
field at a scale of ∆2 ≈ 400 µm. From the vector-to-
vector spacing, the typical bad-vector replacement scale
∆3 ≈ 800 µm is applied to approximately 5% of the
vectors, and the median filter applied to the velocities in
the final processing stage is at a scale of ∆4 ≈ 800 µm.
Since these contributions to the net resolution are in-
dependent, the resulting velocity gradient fields are
resolved to a length scale of ∆net = (∆2

1 +∆2
2 +∆2

3 +
∆2

4)1/2 ≈ 1100 µm.
To assess the relative resolution of any such meas-

urement, the spatial resolution ∆net can be compared
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with the local Kolmogorov scale λK ≡ (ν3/ε)1/4, de-
fined in terms of the viscosity ν and the local mean
dissipation rate ε in homogeneous isotropic turbulence
and applied to turbulent shear flows via the assumption
of local isotropy. For the DSPIV measurement results
shown herein, at Reδ = 6000 and 30 000, the respec-
tive Kolmogorov scales λK are 210 µm and 108 µm,
giving a relative resolution of ∆net/λK ≈ 5.2 at the
lower Reynolds number. Here Reδ is the local outer-
scale Reynolds number Reδ ≡ ucδ/ν, where uc and δ

are the local velocity and length scales, respectively,
in the local mean velocity profile that characterize the
peak mean shear. In turbulent jets, uc and δ are, re-
spectively, the local centerline mean velocity and local
flow width. The corresponding inner (viscous) length
λν ≈ 5.9 λK is the local strain-limited viscous diffusion
scale on which gradient fields in turbulent flows are con-
centrated by the competing effects of strain and viscous
diffusion [5.756, 757]. At Reδ = 6000 and 30 000 the
λν values are 1240 µm and 640 µm, with the resulting
∆net/λν ≈ 0.89 at the lower Reynolds number.

Velocity Gradient Calculation
From the measured velocity component values (u, v,w)
at each point in the two differentially spaced z-planes,
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Fig. 5.186 Typical single-plane validation test showing ui (x, t) ve-
locity component fields measured in the same light-sheet plane by
both stereo camera pairs (left and middle), and differences ∆ui (x, t)
(right) on same color scale; note that λν ≈ 5.9 λK, as described in
the text (after [5.758])

the in-plane components of the velocity gradient ten-
sor ∂ui/∂x j can be obtained from central differences
in the x- and y-directions, and the out-of-plane com-
ponents obtained from one-sided differences along the
z-direction. However, this would only make use of the
measured velocities at six of the 18 points available
in the 3 × 3 × 2 template around each point. If instead
the natural pixel-based coordinate frame is rotated by
±π/4 along the z-axis, or by ±tan−1(1/2) along the
x- and y-axes, then separate evaluations of the gradient
components can be obtained in each rotated frame and
projected back onto the original frame. Averaging the
resulting velocity gradient components obtained from
all the frames produces a differencing stencil that makes
use of all 18 points around each point. This provides
a reduction of random error in the gradient components
without significantly degrading the net spatial resolution
in the resulting derivative fields. This can be contrasted
to an explicit filter applied to the velocity gradients in
the original frame, which for the same error reduction
would lead to a substantial degradation in resolution.

Single-Plane Validations
Although it is always possible to differentiate any meas-
ured velocity field to produce a matrix of derivative
values, it is an entirely different matter to verify that
these derivatives represent the true velocity gradient
tensor components in the flow. Since high-resolution
measurements of velocity gradients necessarily involve
differences between nearly equal measured velocity val-
ues, it is possible for the resulting derivatives to be
completely dominated by errors in the original meas-
ured velocities and thus not reflect the true velocity
gradients to any significant accuracy. Avoiding this re-
quires considerable effort to minimize even small errors
in the velocity measurements, along with careful as-
sessments of the relative errors in the resulting velocity
differences to validate the tensor of derivative values.
The most fundamental of such validation tests is based
on single-plane imaging [5.758], in which both stereo
camera pairs in the DSPIV system are arranged to image
the same particle field in the same double-pulsed light
sheet, so that ∆z ≡ 0. In principle, the velocity fields
from the two camera pairs should then be identical, and
differences in the two independently measured velocity
fields thus provide a quantitative assessment of the ac-
curacy with which velocity gradients can be measured.
Typical results from such single-plane imaging assess-
ments are shown in Figs. 5.186 and 5.187, where the
measurements are from the centerline of an axisymmet-
ric turbulent jet at Reδ = 6000. Figure 5.186 shows the
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instantaneous velocity component fields ui (x, t) from
the two stereo camera pairs when both image the same
532 nm light sheet, as well as the differences ∆ui (x, t)
between these two independent measurements, shown
on the same color scale. It is apparent that the differences
∆ui are far smaller than the velocity component values
themselves, reflecting the comparatively high accuracy
that can be obtained in such DSPIV measurements once
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Fig. 5.187 Distributions of velocity component differences
from single-plane validations tests of the type in Fig. 5.186,
shown normalized on inner- and outer-scale variables (af-
ter [5.758])

numerous error sources have been addressed. The distri-
butions of the measured ∆ui values obtained over many
such instantaneous realizations are shown in Fig. 5.187.
Relative errors, given by the ratio of rms values of ∆ui
and ui , are found to be 6.5% for the u- and v-components
and 10.5% for the w-components, with the latter being
slightly larger due to the inherently higher errors in mea-
suring the out-of-plane velocity component with stereo
PIV systems.

Coincident-Plane Validations
The additional errors due to light-sheet positioning
inaccuracies and the separate formation of 532 nm
and 635 nm light-sheet pairs can be obtained from
coincident-plane imaging tests [5.758]. In this case, the
velocity component fields obtained from the two stereo
camera pairs are compared when separate 532 nm and
635 nm light sheets are created and positioned with
the optical alignment system to be as nearly coinci-
dent as experimentally feasible, i. e., ∆z ≈ 0. Typical
results from such coincident-plane imaging assessments
are shown in Figs. 5.188 and 5.189. In principle, the
ui (x, t) fields from the 532 nm and 635 nm camera pairs
should again be identical, with differences being due
to the errors addressed before and the additional errors
introduced by the independent dual light-sheet genera-
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Fig. 5.188 Typical coincident-plane validations, showing ui (x, t)
velocity component fields measured in two coincident light-sheet
planes by the two stereo camera pairs (left and middle), and differ-
ences ∆ui (x, t) (right) shown on the same color scale (after [5.758])
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tion and positioning. It is apparent that the differences
∆ui in Fig. 5.188 are again far smaller than the veloc-
ity component values themselves, indicating that the
additional errors due to separate light-sheet formation
and positioning inaccuracies are substantially smaller
than the errors already inherent to stereo imaging of
the finite-thickness light sheets. The distributions of the
measured ∆ui values from many such realizations are
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Fig. 5.189 Distributions of velocity component differences
from coincident-plane validations tests of the type in
Fig. 5.188, shown on inner- and outer-scale variables. Com-
pare with Fig. 5.187 (after [5.758])

shown in Fig. 5.189. In this case, the elative errors are
found to be 8–9% for the u- and v-components, and
16% for thew-components, verifying that the errors due
to the dual light-sheet formation and positioning proce-
dure are measurable, but are substantially smaller than
those inherent in stereo PIV imaging. The results from
these coincident-plane validation tests also demonstrate
that further efforts to improve the light-sheet formation
and positioning procedures would provide only marginal
improvements in the accuracy of the velocity gradient
measurements. Recent advances in mapping calibra-
tions for stereo PIV systems [5.759, 760] may provide
a way to reduce this limiting accuracy in stereo PIV
measurements.

Separated-Plane Validations
The accuracy of all nine simultaneously measured ve-
locity gradient components ∂ui/∂x j can be further
assessed in separated-plane validation tests [5.758,761].
The two stereo camera pairs are now arranged to
image separate 532 nm and 635 nm light-sheet pairs
with a differential spacing ∆z ≈ 400 µm that matches
the in-plane separation between adjacent vectors. An
example of all three simultaneously measured instan-
taneous velocity component fields ui (x, t) in the two
differentially spaced light sheets is given at the top in
Fig. 5.190. The two velocity fields should now no longer
be identical due to the differential z-spacing, which
gives rise to the z-derivatives in the velocity gradient
components.

Figure 5.190 also shows all nine simultaneous
∂ui/∂x j components measured in the same flow as
above. Perhaps the most stringent validation test that
can be applied to any measurement of the full velocity
gradient tensor is the extent to which the measured com-
ponents satisfy the zero-divergence requirement from
continuity in the velocity field. The resulting distribu-
tion of divergences is shown in Fig. 5.191, where the
measured divergence values are normalized by the lo-
cal instantaneous norm of the velocity gradient tensor,
giving the relative error in the measured velocity gra-
dients. Note that at locations where the gradients are
small, this relative divergence error will be relatively
large, since these errors result primarily from measure-
ment uncertainties that are independent of the velocity
gradient values. The divergence values can be compared
with the distributions of the velocity gradients measured
at Reδ = 6000 and 30 000, corresponding to Reλ = 44
and 113, in the same flow, shown in Fig. 5.192. Ratios
of the rms divergence errors to rms values of the meas-
ured on- and off-diagonal gradient components ∂ui/∂x j
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are 11.7% and 8.9%, respectively, consistent with ac-
curacies inferred from the single- and coincident-plane
validation tests.

Numerous further tests based on the similarity,
scaling, and isotropy implied by classical turbulence
theory allow further validation of any measurement of
the velocity gradient tensor in turbulent flows [5.761].
Examples of such validations for DSPIV measure-
ments obtained at Reδ = 6000 and 30 000 are seen in
distributions of the velocity gradient components in
Fig. 5.192 and in the principal strain rates and vortic-
ity components in Fig. 5.193. In each case, isotropy
requires the inner-scaled distributions shown in each
panel to be identical. On the semi-logarithmic axes
it can be verified that such similarity extends in the
measured results even to the rare-event tails of these
distributions.

Velocity Gradient Field Measurements
Figure 5.194a–c show typical examples of the instanta-
neous enstrophy field ωiωi , the enstrophy production
rate field ωi Sijωi , and the kinetic-energy dissipation
rate field 2νSij Sij obtained from such DSPIV meas-
urements at Reδ = 6000 and 30 000 on the centerline
of an axisymmetric turbulent jet. The relative size of
each plane is given in terms of the inner (viscous)
length scale λν. Note that the enstrophy and dissi-
pation rate fields are second-order gradient quantities
that scale, respectively, with local outer variables as
(uc/δ)2Reδ and (u3

c/δ). In contrast, the enstrophy pro-
duction rate is a third-order gradient field and thus
scales as (uc/δ)3Re3/2

δ . Distributions of each of these
quantities obtained from over 1000 such instantaneous
measured realizations [5.761] verify these outer-variable
scalings as well as the similarity in the correspond-
ing inner-variable scalings with ν and λν, and provide
further validations of the DSPIV measurement results
for these fields. Fields of the type in Fig. 5.194 are of
central importance to understanding the structure and
dynamics of turbulence at the quasi-universal interme-
diate and small scales in inhomogeneous turbulent shear
flows. Various aspects of these fields, including their
precise scale-similarity properties [5.761], are likely
to play a key role in developing improved subgrid-
scale models for more-accurate large-eddy simulations
of practical turbulent shear flows. To date the inability
to access these fields in inhomogeneous turbulence has
been a major factor hindering the development of such
models. The advent of multidimensional measurement
techniques such as DSPIV that are capable of giving
accurate and highly resolved access to these fields is

likely to be a significant step toward developing more-
accurate physically based models of turbulence for such
simulations.
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Fig. 5.190a,b Typical separated-plane DSPIV measurements,
showing ui (x, t) velocity component fields measured in the two
differentially spaced light-sheet planes by the two stereo camera
pairs (a), and the resulting nine components (b) of the velocity gra-
dient tensor field ∂ui/∂x j , with normalizations on the inner- and
outer-scale variables (after [5.758])
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Fig. 5.191 Distribution of the measured divergence errors
from separated-plane DSPIV measurements, obtained by
summing the principal values of the strain rate tensor Sij

from the measured velocity gradient tensor field ∂ui/∂x j ,
shown normalized on inner- and outer-scale variables.
Compare with the range of gradient values in Fig. 5.192
(after [5.758])

Summary
DSPIV measurements of the type described here al-
low highly resolved direct experimental access to all
nine simultaneous velocity gradient component fields
∂ui/∂x j on the intermediate and small scales of fully
developed turbulent shear flows under conditions that
are, at present, well beyond the reach of direct nu-
merical simulations. Proper design of the DSPIV setup
allows accurate measurements of the structure, statis-
tics, similarity, and scaling of key gradient fields in
such inhomogeneous shear flow turbulence, including
the vorticity vector field, the strain rate tensor field,
and the true kinetic-energy dissipation rate field. Proper
differential spacing of the two stereo PIV light-sheet
planes, as well as precise characterization of the thick-
ness, coincidence, and two-axis parallelism of these
sheets over the entire field of view, permits resolution
of the velocity gradient tensor down to the local inner
(viscous) length scale of the turbulent flow. Careful val-
idations of such dual-plane measurements are possible
through single- and coincident-plane tests, as well as
through separated-plane measurements of the velocity
divergence and further tests of the similarity, isotropy,
and Re scaling in the measured gradient components
and various fields derived from them. Results from such
tests have established the accuracy of these fields from

DSPIV measurements of the type described here. More-
over the two-frequency DSPIV method described here
allows use of solid metal oxide seed particles to permit
such highly resolved measurements in both nonreact-
ing and exothermically reacting turbulent shear flows.
For the foreseeable future, direct experimental measure-
ments based on high-resolution imaging methods such
as DSPIV will likely provide the only practical means
for investigating the structure, statistics, similarity, and
scaling properties of key gradient fields in spatially de-
veloping turbulent shear flows at a level of resolution
and detail that has traditionally been associated only
with direct numerical simulations.

5.5.3 Measurements of the Vorticity Vector
and Other Velocity Gradient
Tensor-Based Turbulence Properties

To know the vorticity vector and the strain rate tensor it is
necessary to simultaneously determine the instantaneous
velocity gradients of all three velocity components in
the coordinate axes directions: ∂Ui/∂x, ∂Ui/∂y, ∂Ui/∂z
(U1 = U , U2 = V , U3 = W). Although only six veloc-
ity gradients (four cross-stream and two streamwise)
have to be known to determine the vorticity vector,
the four cross-stream gradients needed cannot be meas-
ured accurately with hot-wire anemometry if the other
two cross-stream gradients are neglected. In order to
determine the velocity gradients experimentally with
a finite-difference approximation, the velocity vector
has to be measured at two points closely separated in the
coordinate directions. To measure three velocity vector
components with hot-wire anemometry, it is necessary to
use an array of at least three sensors. By separating these
arrays in the y and z coordinate directions at an appro-
priate distance, the six cross-stream velocity gradients,
∂Ui/∂y, ∂Ui/∂z, can be determined with a minimum of
nine sensors. Determination of the three streamwise gra-
dients, ∂Ui/∂x, using hot-wire anemometry is possible
by employing Taylor’s [5.762] hypothesis. Depending
on the number of sensors, their orientation in the probe
arrays, and the position of the arrays with respect to the
coordinate axes, several types of vorticity probes have
been developed to date.

Geometrical Configurations
of Three-Component Vorticity Probes

Nine-Sensor Probes. The first attempt to measure all
three components of the vorticity vector simultaneously
was made by Wassman and Wallace [5.763], who used
a nine-sensor probe. It was configured in three identi-
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cal arrays with three sensors in each array. To make the
probe as compact as possible, the supporting prong at
the center of each array was common to the three sen-
sors. They solved the problem of crosstalk between the
electrical circuits due to the common prongs, but they
did not develop the probe to an operational level that
permitted accurate measurements of three-dimensional
velocity and vorticity fields.

T-Configuration. The nine-sensor probe idea was de-
veloped further and a version capable of simultaneously
measuring all three vorticity components with reason-

)���
�

����.���.�����
�
��

��.���.�����
�
��

���

)�� � �� ���

����

����

����

����

����? 7����
�����? 7����

)���
�

����.���.�����
�
��

��.���.�����
�
��

���

)�� � �� ���

����

����

����

����

� ���
� ���
�� ���

����? 7����
�����? 7����

)���

����.���.�����
�
��

��.���.�����
�
��

��)�

)�� � �� ���

� ���
�� ���
�� ���

����? 7����
�����? 7����

)���

����.���.�����
�
��

��.���.�����
�
��

)�� � �� ���

�� ���
�� ���
�� ���

� ���
� ���
�� ���
�� ���
�� ���
�� ���

��)�

��)�

��)�

��)�

��)���)�

��)�

��)�

��)�

��)�

����? 7����
�����? 7����

� ���
�� ���
�� ���

Fig. 5.192 Distributions of on-diagonal (left) and off-diagonal (right) components of inner-scaled velocity gradients
∂ui/∂x j measured via DSPIV in a turbulent shear flow at Reδ = 6000 and 30 000 (Reλ = 44 and 113), in linear
(top) and semilogarithmic (bottom) axes. Note the agreement with the similarity and scaling of isotropic turbulence
(after [5.761])

able accuracy was brought to operational status by
Vukoslavčević et al. [5.687]. This design consisted of
three T-configured arrays, each containing three sensors
inclined at 45◦ to the probe axis, as shown in Fig. 5.195.
Two of the sensors form a V-shaped array in the x–z
plane and the third sensor is oriented at the same an-
gle in the x–y plane. The extent of the sensing area
was 1.7 mm vertically and 2.2 mm horizontally, with
a distance between the array centers of approximately
1.2 mm in the y- and z-directions. The distance h be-
tween the prongs supporting each sensor was 0.5 mm.
The diameters of the tungsten sensors were 2.5 µm and
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Fig. 5.193a,b Further validations of velocity gradient components ∂ui/∂x j measured via DSPIV in a turbulent shear flow
at Reδ = 6000 and 30 000 (Reλ = 44 and 113), showing the distributions of the principal strain rates (a) and vorticity
components (b). Note the excellent agreement with the requirements of isotropy and inner-scale similarity from classical
theory (after [5.761])

their lengths were about 0.7 mm, giving an aspect ratio
of about 280.

The length of the prongs from their tip to the base
where they are glued together was 25 mm, and the base
diameter was about 3.2 mm. This gives a ratio of about 8,
which was large enough to avoid a very serious influence
on the flow at the location of the sensors by the probe
shaft as indicated by the inviscid flow considerations
discussed later.

Orthogonal Configuration. Honkan [5.690], An-
dreopoulos and Honkan [5.691] and Honkan and
Andreopoulos [5.689] also constructed a nine-sensor
probe capable of simultaneously measuring all three vor-
ticity components. This probe consisted of a set of three
triple-sensor arrays as sketched in Fig. 5.196. The sen-
sors in each array are mutually orthogonal to each other.
They are oriented at approximately 54.7◦ to the probe
axis and placed in meridian planes at 120◦ with respect
to each other. For this probe each sensor was supported
by a separate pair of prongs, eliminating any possibility
of electrical crosstalk between the hot-wire circuits.

The total extent of the sensing region of this probe
was about 4 mm across the flow, with the array centers
located at the corners of an equilateral triangle with sides
approximately 2.46 mm long. The array centers were
separated by 2.46 mm in the y-direction and 2.13 mm
in the z-direction. The distance between the supporting

prongs of each sensor was 0.8 mm. The diameters of the
platinum-plated tungsten sensors was 2.5 µm, and their
lengths were about 0.8 mm, giving a sensor aspect ratio
of about 320.

The length of the prongs of this probe from their
tips to the base where they were glued together was
approximately 10 mm, while the base occupied a space
approximately 5 mm in diameter. This gives a ratio of
only 2, so there was a possible influence of the probe
shaft on the flow at the location of the sensors.

Twelve-Sensor Probes. Tsinober et al. [5.693] con-
structed a 12-sensor probe with the configuration
sketched in Fig. 5.197. They added an additional tung-
sten sensor of 2.5 mm diameter to each array of the
nine-sensor T-configuration probe and used separate
pairs of prongs for each sensor, making a total of 12
sensors supported by 24 prongs.

The extent of the sensing region of this probe was
2.3 mm vertically and horizontally, with distances be-
tween the array centers of 1.4 mm and 0.4 mm between
the supporting prongs of each sensor. The diameter of
the tungsten sensors, inclined at 45◦ to the probe axis,
was 2.5 µm, and their length was about 0.56 mm, giving
an aspect ratio of about 224.

The length of the prongs, from their tip to the base
where they are glued together, is approximately 20 mm
while the base occupied a space approximately 3 mm in

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 411

����
�

����
�

3��H�	��? ��

�� 3��H�	��? ��

3�� H�
������

���
�
���

����
�

����
�

���� ����

���� ���

3�� H�

3�� H�
������

���
�
������ ����

���� ����

3�� H�

Fig. 5.194a–c Typical results from DSPIV measurements
at quasi-universal intermediate and small scales of turbu-
lent shear flows, showing (a) the enstrophy field, (b) the
enstrophy-production-rate field, and (c) the kinetic-energy
dissipation rate field obtained from measured velocity
gradient components ∂ui/∂x j at Reδ = 6000 and 30 000
(Reλ = 44 and 113). Values are shown normalized on
inner- and outer-scale variables (after [5.761]) (a) En-
strophy fields at Reδ = 6000 (top) and 30 000 (bottom)
(Reλ = 44 and 113) (b) Enstrophy production rate fields at
Reδ = 6000 (top) and 30 000 (bottom) (Reλ = 44 and 113)
(c)Dissipation rate fields at Reδ = 6000 (top) and 30 000
(bottom) (Reλ = 44 and 113)

diameter, giving an aspect ratio of about 6.7. Thus there
was possibly a small influence of the probe shaft on the
flow at the location of the sensors.

Tsinober et al. [5.693] and Kholmyansky et al. [5.764]
also used a 21-sensor probe consisting of five arrays of
four hot-wires as well as one cold-wire positioned up-
stream of the central array to measure the temperature,
as shown in the photograph in Fig. 5.197b. The most re-
cent version of this probe has 25 sensors: one cold and
four hot sensors for each of the five arrays. The prongs
of the central array are longer than those of the surround-
ing arrays, so its sensors are positioned further upstream
than those of the outer arrays. With this probe Galanti
et al. [5.765] avoided having to use Taylor’s hypothe-
sis to obtain the streamwise gradients by differencing
the velocity components obtained from the central ar-

��

����
�

����
�

�.7./�/	��? ��

�.7./�/	��? ��

�. 7./�/

������

���
�
���

����
�

����
�

)������� �������

)��������� ���������

�. 7./�/

�. 7./�/

������

���
�
���)������� �������

)��������� ���������

�. 7./�/

����
�

����
�

��7./7./	��? ��

�� ��7./7./	��? ��

��7./7./
������

����
�
��

����
�

����
�

��� ����

���� ����

��7./7./

��7./7./
������

����
�
����� �����

���� ����

��7./7./

ray with the average of those from the four surrounding
arrays. Of course, avoiding Taylor’s hypothesis in this
manner is at the cost of having to use this spatially
averaged information for the estimation of streamwise
gradients, ∂Ui/∂x. It is also at the cost of the lower spa-
tial resolution of this probe compared to probes with
fewer sensors.
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Nguyen [5.766] and Marasli et al. [5.767] used
a 12-sensor probe with a similar array configuration to
that of Tsinober et al. [5.693] but with a different ar-
rangement of the arrays and a different data-reduction
procedure. The probe design and signal data-reduction
procedure are explained in detail by Vukoslavčević and
Wallace [5.768].

The total extent of the sensing area of this probe was
2.20 mm in the y-direction and 2.40 mm in the z-dir-
ection, with an average distance between the array cen-
ters of approximately 1.14 mm in the y-direction and
1.32 mm in the z-direction. The distance between the
supporting prongs of each sensor, inclined at 45◦ to the
probe axis, was 0.44 mm. The diameter of the tungsten
sensors was 2.5 µm, and their length was about 0.62 mm,
giving an aspect ratio of about 250.

The length of the prongs from their tip to the base,
where they are glued together, is approximately 33 mm
while the base occupied a space approximately 3.6 mm
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Fig. 5.195 (a) Sketch of the front view of a nine-sensor T-configuration probe and schematic view of one of its arrays.
Dimensions in mm. (b) Photographs of the nine-sensor probe of Vukoslavčević et al. [5.687] (courtesy CUP)

in diameter, giving a ratio of 9. This is large enough to
avoid most of the influence of the probe shaft on the flow
at the probe sensors, as indicated by the inviscid flow
considerations discussed later.

Eight-Sensor Probe. Zhu and Antonia [5.769], Antonia
et al. [5.770] and Antonia et al. [5.771] have analyzed,
constructed and used an eight-sensor probe capable of si-
multaneously measuring all three vorticity components.
The probe consists of the four X-wire arrays shown in
Fig. 5.199.

Each array can measure two velocity components
providing the information necessary to determine the
four cross-stream velocity gradients. In contrast to the
nine- and 12-sensor configurations described above, the
binormal velocity component cooling the sensors of this
eight-sensor probe has to be neglected. Two arrays are
positioned with horizontal orientations while the other
two are in vertical orientations. The sensors in each array
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are inclined at 45◦ to the probe axis. The separation be-
tween the two inclined wires in each X-array is 0.6 mm.

Fig. 5.196 (a) Sketch of the front view of a nine-sensor
probe with orthogonally configured sensors and schematic
view of one of its arrays. Dimensions in mm. (b) Photograph
of an orthogonally configured nine-sensor probe of Honkan
and Andreopoulos [5.689] (courtesy CUP)

The separations between the centers of the X-arrays are
dy = 2.1 mm in the y-direction and dz = 2.2 mm in the
z-direction. All the sensors were etched from a Wollas-
ton (Pt–10%Rh) wire to an active length of 0.5 mm. The
diameters of the wires were 2.5 µm, giving an aspect ra-
tio of about 200. The extent of the sensing area of the
probe was 2.8 mm vertically and 2.7 mm horizontally.

Probe Fabrication Method
Fabrication of these vorticity probes is very difficult
because of their small size, complex design, and fragility.
The main problem is to fit 12, 18, 24, or even more
supporting prongs into the smallest feasible space, while
still satisfying the accuracy as well as spatial resolution
criteria. Arranging the prongs with very small distances
between them may result in two difficult problems to
be overcome: preventing electrical shorting between the
prongs or between the prongs and the probe body and
maintaining the prongs in place so that they keep the
desired array geometry. Several technical solutions and
various prong materials have been tried.

For the first version of the nine-sensor probe [5.687],
a tungsten rod of about 0.25 mm diameter was used for
the prongs. The prongs were chemically tapered from
their original diameter to a tip diameter of about 50 µm.
Although using a common prong for each array for
this probe reduced the aerodynamic disturbances to the
flow, it introduced some electrical crosstalk between the
anemometer circuits. To make this crosstalk insignif-
icant and to avoid instabilities from the anemometer
bridge circuits, the common prong resistance should be
less than about 0.1 Ω. To reduce the resistance with-
out unduly increasing the common prong diameter, each
common prong was first plated with copper. Then the
tips of all the prongs were plated with a thin layer of
nickel to facilitate welding of the tungsten sensors to
the prongs. The four prongs of each array were drawn
through round four-bore ceramic insulating tubes with
a 1.6 mm outside diameter, and then placed in a stainless-
steel tube with one flat side in order to bring the probe
as close as possible to the wall. The ends of the prongs
were soldered to copper stranded wire with gold-plated
connectors on the other end. The ceramic tubes were
sealed into the outer stainless-steal tube with epoxy. The
prong tips were manipulated under a measuring micro-
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Fig. 5.197 (a) Sketch of the front view of a 12-sensor probe and a schematic view of one of its four-sensor arrays.
Dimensions in mm. (b) Photograph of one array and of the 21-sensor probe of Tsinober et al. [5.693] (courtesy CUP)

scope into their proper geometric positions within about
a ±0.01 mm tolerance. After nickel plating the prongs,
the 2.5 µm-diameter unsheathed tungsten sensor wires
were welded to the tips. The relative position of the
prong tips and the sensor wires are shown in Fig. 5.195.

The main problem with the design of the nine-
sensor probe with common central prongs was to make
these central prongs small enough to avoid flow block-
age but also to have resistances close to zero to avoid
crosstalk between the sensors and circuit instabilities. It
was difficult to reach these goals simultaneously.

To avoid this problem, Tsinober et al. [5.693] used
four separated tiny prongs, put together to form the
central prongs, in place of common prongs for each
array of their 12-sensor vorticity probe. The prongs
were made of tungsten wire, tapered at the tip to a
20 µm diameter, insulated by Teflon, glued together

with a tip separation of 80 µm and plated with nickel
or tin. They were positioned using 30 µm microspacers.
A special manipulator was used to carry and position
short pieces of sensor wire for welding to the tips of the
prongs.

The tungsten prongs were replaced with stainless-
steel prongs of the same dimension (0.25 mm) for the
12-sensor probe of Vukoslavčević and Wallace [5.768],
shown in Fig. 5.198, in order to avoid both the crosstalk
problem caused by common prongs and the tedious plat-
ing procedure. The resistance of a stainless-steel prong
is well over the critical value of 0.1 Ω, even when it is
plated to a reasonable thickness. Therefore, in place of
the common prongs, four separate prongs were used in
the center of each array. These prongs were tapered to
a tip diameter of less than 50 µm and then drawn through
four-bore ceramic tubes of 1.23 mm outside diameter.

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 415

)�������

%��	���

���������

� �

�

%��	��&
���������

%��	���

��

�

��

�

��

�

�

�

�

�

� �

�

�

� �

�

�

*�

Three ceramic tubes were glued together, forming the
centers of each of the three arrays of the 12-sensor probe.
The rest of the 12 surrounding prongs were positioned

Fig. 5.198 (a) Sketch of the front view of a twelve-sensor
probe of Vukoslavčević and Wallace [5.768] and a schematic
view of one of its four-sensor arrays. (b) Photograph of the
twelve-sensor probe of Vukoslavčević and Wallace [5.768]
(shown in Bernard and Wallace [5.772], courtesy Wiley)

around these ceramic tubes using constant-diameter fish-
ing line as a spacer. The whole assembly was drawn into
a plastic tube of 3.6 mm outside diameter and then placed
in a stainless-steal tube of 4.6 mm outside diameter. Al-
though the number of prongs was doubled compared to
the nine-sensor probe, the probe dimensions were only
slightly increased. This was made possible using thin-
ner ceramic tubes for the central prongs and placing
the outside prongs around them. The prongs were posi-
tioned under a measuring microscope with an accuracy
of ±0.01 mm, which was the most tedious part of this
approach.

For the nine-sensor orthogonal probe of Honkan
[5.690] and Honkan and Andreopoulos [5.689] a sep-
arate two-hole, 1.23 mm-diameter ceramic tube was
used for each pair of prongs. Two 0.25 mm-diameter
stainless-steel prongs, tapered at one end electrolytically
to a diameter of 190 µm, were inserted into a ceramic
tube and glued at one end. Using a special rig, two prongs
were made simultaneously flat to mount the sensor at the
required angle of 54.6◦ to the probe axis. This process
was repeated for the eight other sensor elements. A sec-
ond jig was used to position three of these elements
to form one array of the triple orthogonal probe and the
third one to put all three arrays together in the desired po-
sition. The unit was then inserted into a thin-walled brass
tube. Miniature-sized gold connectors were used to con-
nect the prongs and shielded wire leads. In this way the
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Fig. 5.199a,b Sketches of the front and side view of an eight-sensor
probe of Zhu and Antonia [5.769] (courtesy of Inst. of Phys.):
(a) streamwise view, and (b) cross-stream view
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crosstalk problem was resolved and the plating process
avoided. This method of positioning the prongs seems to
be more convenient compared to the approach described
above, but the dimensions of the probe body were much
larger due to the use of nine separate ceramic tubes.

Spatial Resolution
Because measuring velocity gradients with hot-wire
sensors to determine vorticity components requires the
determination of the velocity vector at least at two points
in the flow simultaneously, the spatial resolution of such
probes is a serious problem that must be addressed. To
measure the velocity vector accurately at a given point
in a turbulent flow field, the sensors and their arrays
should be as small as possible. Additionally, the dis-
tances between arrays must also be as small as possible.
Unfortunately, small sensor and array sizes can result in
thermal interference and inadequate sensor response. If
the spacing is too small the effects of noise can over-
whelm the velocity gradient signal. These issues are
discussed in some detail by Wallace and Foss [5.81] and
will be summarized here.

A hot-wire sensor cannot resolve motions of turbu-
lent coherent structures that have scales smaller in size
than its length [5.776]. In order to resolve the nonuni-
form velocity field of a vortex structure, a hot-wire
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Fig. 5.200 Attenuation of the measured velocity gradi-
ent due to the separation distance ∆y∗ = ∆y/η over
which the velocity difference is determined. DNS: (trian-
gles) Rτ = 180, (squares) Rτ = 400; Wyngaard’s analysis
(dotted line) with Pao’s spectrum [5.773], (solid line)
with DNS spectrum, (dashed line) truncated by Hussein
and George [5.774] with Pao’s spectrum. (After Antonia
et al. [5.775])

probe must be much smaller than the spatial scale of
that structure. This is not easy to achieve with multi-
sensor vorticity probes. Whether a probe is capable of
resolving the smallest structures in the flow depends on
the ratio of its dimensions to the Kolmogorov [5.777]
length scale η.

Wyngaard [5.702] analyzed the response of the
Kovasznay-type probe, designed to measure the stream-
wise component of vorticity Ωx . He assumed isotropic
turbulence and the theoretical three-dimensional ve-
locity spectrum of Pao [5.773] and investigated the
attenuation due to finite sensor length L and sensor
separation S. He found that the ratio of measured to
the true variance Ω2

x decreases sharply as η/L de-
creased. It is essentially 1.0 for η/L = 1, and drops
to 0.86 for η/L = 0.32. Serious attenuation occurs for
smaller values of η/L . He concluded that the ratio of
η/L should not be smaller than 0.3, as was later con-
firmed by Browne et al. [5.778]. He also found that S/L
has a strong influence on the measurement results. His
analysis of the effect of S/L was performed for a fixed
value of η/L = 0.32. The value of S/L = 0.7 provided
the best probe response, while wider sensor spacing re-
sulted in attenuation in the variance of Ωx . Klewicki and
Falco [5.692] used a hot-wire probe that enabled system-
atic variation of the separation of two parallel sensors.
Their investigation showed that, for a Reynolds number
based on the momentum thickness of 1010 in a turbulent
boundary layer, the variance of the velocity gradient just
above the buffer layer is attenuated by 5% for S/η= 3.3.

Antonia et al. [5.775] performed parallel sensor
probe analysis to investigate the spatial resolution of
velocity gradient measurements. They used the DNS
data of Kim et al. [5.743] and Moser et al. [5.779] at the
centerline of a turbulent channel flow simulation, with
Rτ = 180 and 400, where Rτ = uτb/ν, uτ = √

τw/ρ is
the friction velocity, b is the channel half width, τw is
the wall shear stress and ρ is the fluid density. They
determined the measured velocity gradient ∆u/∆y
by dividing the difference between two simulated
streamwise velocity component values, separated in the
cross-stream direction by a distance ∆y = S, by the true
velocity gradient ∂u/∂y determined with spectral differ-
entiation using Chebychev polynomials. The ratios of
the variances of the measured and true velocity gradients
are compared with previous predictions in Fig. 5.200
This ratio decreased with increasing sensor separation,
as had been predicted and experimentally confirmed pre-
viously. It is clear that the sensor separation should
not exceed 2–4 Kolmogorov lengths to determine the
velocity gradients with reasonable accuracy.
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However, decreasing the distance between the sen-
sors causes another serious problem. The errors in the
gradient measurements increase greatly for small sen-
sor separations for three reasons. The percentage error
in the velocity differences, the numerator in ∆u/∆y de-
termined from the velocities measured at each of the two
sensors, becomes larger with decreasing sensor separa-
tion. This is because these differences are between large
numbers that approach the same value as the sensors
come very close together. Furthermore, the temperature
fields of each of the sensors can begin to influence the
other sensor. In addition the percentage error in the de-
termination of the separation distance, the denominator
in ∆u/∆y, also rapidly increases as the separation dis-
tance decreases. An example from Antonia et al. [5.775]
of the errors that can creep into the finite-difference ap-
proximation of velocity gradients for very small sensor
separations is strikingly clear, as shown in Fig. 5.201.

In this figure, the errors in the velocity gradient vari-
ances that were observed in the DNS analysis of the
measured velocity gradient finite-difference approxima-
tion ∆u/∆y are compared to physical measurements by
a real hot-wire probe with variable sensor separations
∆y∗ = ∆y/η. For small values of ∆y∗ < 2, the meas-
ured variance values are increasingly overestimated,
resulting in a large gradient measurement error. This
error primarily depends on the accuracy of the veloc-
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Fig. 5.201 Comparison of experimental (squares) and DNS
(circles) measured estimates of velocity gradient vari-
ance to DNS true values showing the dependence on
the separation distance ∆y∗ = ∆y/η over which the ve-
locity difference is determined. Wyngaard’s analysis with
DNS spectrum (solid line) is also shown. (After Antonia
et al. [5.775])

ity measurements as well as the accuracy of the sensor
separation measurements, as explained above, and can
differ from one experiment to the other.

Most of the discussion thus far has been about meas-
urements of velocity gradients or vorticity with specific
probe configurations. Therefore, for other probe config-
urations this discussion should only be used as a general
guide. Final decisions about the probe dimensions of
any other configuration depend on many probe and flow
parameters that must be considered individually.

There are several characteristic lengths to be con-
sidered for probe configurations designed to measure
all three vorticity components: the sensor length, the
separation between the sensors within an array, and the
separation between the arrays in the y- and z-directions.
The choices of these lengths have to be made in a manner
consistent with one of the crucial assumptions required
for these probes, viz. that the velocity gradients are con-
stant over the probe sensing volume. It is very hard
to meet this condition in turbulent flows, especially in
flows with high mean velocity gradients such as in the
wall region of turbulent boundary layers. In this case,
the dimension of the probe in the wall normal direction
should be smaller than in the lateral direction.

To avoid disturbing the flow too seriously by the
probe body, the distance from the tips of the prongs to
their base should also be sufficiently long. A rule of
thumb often used by probe designers, based on a po-
tential flow calculation, is that this length should be
about 10 times the diameter of the probe body. This re-
quirement is not easy to meet. Prongs that are too long
easily vibrate in a turbulent flow, making the probe too
fragile and subject to sensor breakage. The minimum
diameter of the probe body is determined by the num-
ber of prongs to be placed within it while maintaining
insulation between them.

The nine-sensor probe of Vukoslavčević et al. [5.687]
and the 12-sensor probe of Vukoslavčević and Wal-
lace [5.768] were used in a boundary-layer flow with
the same characteristics. At y+ = 11.2, which was the
closest measurement location that the probe could be
placed from the wall, they estimated the Kolmogorov
microscale to be η= 0.19 mm. Thus the ratio of the Kol-
mogorov microscale to the sensor length was η/l = 0.27
for the nine-sensor probe and η/l = 0.31 for the 12-
sensor probe. An equivalent of the sensor separation S
in the Wyngaard [5.776] spatial resolution analysis of
the Kovasznay-type probe are the separations dy and
dz of the array centers for the vorticity probes dis-
cussed here. For the nine-sensor probe of Vukoslavčević
et al. [5.687], dy/η = dz/η = 6.3. For the 12-sensor
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probe of Vukoslavčević and Wallace [5.768], dy/η= 6.0
and dz/η= 6.9.

This same 12-sensor probe was used by
Nguyen [5.766] and Marasli et al. [5.767] to measure
the three velocity and vorticity components simultane-
ously in the intermediate wake of a circular cylinder with
Reynolds number Red = 2000 and x/d = 30. For this ex-
periment d is the cylinder diameter and x is the distance
downstream from the cylinder. At this location the Kol-
mogorov microscale was 0.2–0.4 mm, so that, in the
worse case, this probe resolved the small scales as well
as in the boundary-layer experiment of Vukoslavčević
and Wallace [5.768] near the wall.

The same probe also was used by Loucks [5.780]
in a two-stream mixing layer. Again in this experiment
all the components of the velocity and vorticity vec-
tors were measured simultaneously. Measurements were
made at three Reynolds numbers based on the momen-
tum thickness: Rθ = 432 at a location before the mixing
transition and at two stations downstream where the flow
was self-similar and Rθ = 1792 and 2483, respectively.
At the highest Reynolds number the Kolmogorov mi-
croscale had its smallest value of 0.4 mm. Thus in this
flow η/l = 0.65, dy/η= 2.9, and dz/η= 3.3.

Comparing these values with the spatial resolution
analysis given at the beginning of this section, it is clear
that the required ratio of the Kolmogorov microscale
to sensor length η/l ≥ 0.3 was met in all the flows in
which these probes were used. The ratios of the Kol-
mogorov microscale to the array separations, dy/η and
dz/η≈ 2–4, required for good spatial resolution while
maintaining reasonable accuracy, was satisfied when the
12-sensor probe was used in the mixing-layer experi-
ment and was reasonably close to these recommended
values in the wake experiment and in the boundary-layer
experiment discussed above. For the positions further
from the wall in the boundary layer and at other positions
in the cylinder wake, η becomes larger, giving better spa-
tial resolution. From these considerations, it seems that
this 12-sensor probe was capable of resolving all but the
smallest scales in the turbulent boundary-layer, wake,
and mixing-layers flows in which it has been used.

The nine-sensor probe of Honkan [5.690] and
Honkan and Andreopoulos [5.689] was used in
a similar boundary-layer flow with a Kolmogorow mi-
croscale of η= 0.2 mm at y+ = 12.5. Thus η/l = 0.25,
dy/η= 12.30, and dz/η= 10.65.

The spatial resolution of the 12-sensor probe of Tsi-
nober et al. [5.693] would have been slightly less than
that of Vukoslavčević and Wallace [5.768] at compara-
ble locations close to the wall in a boundary layer with

a similar Reynolds number. However, the closest meas-
urements they made in their boundary layer with their
probe were further out in the logarithmic layer, where
the Kolmogorov microscale was 0.5 mm.

The eight-sensor probe of Antonia et al. [5.770]
and Antonia et al. [5.771] was used in decaying
grid turbulence with Kolmogorov microscale values of
0.17–0.4 mm at different distances from the grid. Thus
the ratio of the Kolmogorov microscale to the sensor
length was in the range 0.34< η/l < 0.8, while the array
center separations were in the range 5.7 < dz/η < 13,
depending on the distance from the grid. The array cen-
ter separations of this probe are limited by the sensor
lengths and the separations of the prongs. The method
of Zhu and Antonia [5.769], developed to correct veloc-
ity gradients spectra for insufficient spatial resolution,
was used with this eight-sensor probe. If welded wires
were used for the sensors of this design instead of Wol-
laston etched wires, the probe could be made at least
half the size, giving better spatial resolution.

With the same sensor length and prong separation
and the same type of fabrication, the nine-sensor T-con-
figuration probe will have a better spatial resolution
than the nine-sensor orthogonal-configuration probe or
the 12-sensor probes. However, this is not the only
design consideration. As will be discussed later, the
situation is just the opposite with regard to the unique-
ness domain of the probes. The uniqueness domain of
a 12-sensor probe is almost double that of the nine-
sensor T-configuration probe. How to trade off between
these two design considerations depends on the type of
flow.

Determination
of Cross-Stream Velocity Gradients

Two basically different approaches have been used to de-
termine the cross-stream velocity gradient components.
One is based on the assumption that the velocity gra-
dients can be neglected over each array, assuming that
the effective velocity cooling each sensor is the same
within an array, but that it changes between the arrays.
In addition, for the eight-sensor probe the influence of
the binormal velocity component on the sensor in each
array must also be neglected to measure the other two
velocity components.

The other approach is based on the assumption that
a different effective velocity acts at the center of each
sensor. In this case the velocity gradients over the ar-
rays are not neglected. The only necessary assumption
in this second approach is that the velocity gradient com-
ponents are constant over the entire probe sensing area.

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 419

This assumption can also be applied to the eight-sensor
probe, but in this case two cross-stream velocity gradi-
ents have to be neglected. The first approach is much
simpler but less accurate. The second approach is more
accurate but requires a rather complex mathematical pro-
cedure. Different models describing sensor cooling and
relating the effective cooling velocities to the anemome-
ter voltage outputs can be utilized with both approaches.
For the approach where the velocity gradients over the
arrays are neglected, a direct method can also be used
in which the velocity vector is mapped to the voltage
outputs for each array.

The Sensor Response Equation. A general form of the
sensor response equation is

F(E,Ue) = 0 , (5.318)

where E is the anemometer voltage output and Ue is
the velocity effectively cooling the sensor. The simplest
forms of this expression are the well-known King’s law

E2 = A + BUn
e , (5.319)

and a higher-order polynomial fit,

5∑
p=1

bp E p−1 = U2
e . (5.320)

One of the most accurate expressions for the effective
cooling velocity in a three-dimensional flow field is that
proposed by Jorgensen [5.781],

U2
e = U2

n + k2U2
t +h2U2

b , (5.321)

where Un, Ut, and Ub are the orthogonal components
of the velocity vector with respect to the sensor coor-
dinate system, i. e., normal, tangential, and binormal to
the sensor, while k and h are the so-called yaw and pitch
coefficients. Another expression,

U2
e = U2

ne +h2U2
b , (5.322)

based on the effective sensor angle, introduced
by Bradshaw [5.782] for X-array probes, has also
been successfully extended to three-velocity-component
measurements. In this case, the influence of the tangent
cooling component Ut is incorporated into the normal
component in the plane of the sensor and its prongs Une
defined with respect to an effective sensor inclination
angle. This effective angle is determined in the calibra-
tion procedure. The influence of the binormal velocity
component is taken into account in the same way as in
Jogensen’s cooling law given in (5.321).

Data-Reduction Algorithms.
Nine-Sensor Probe. Vukoslavčević et al. [5.687] devel-
oped a special numerical algorithm for their nine-sensor
T-configuration probe that made use of King’s law
(5.319) and the effective cooling velocity (5.322) con-
cept. Relating the velocity components Une and Ub in
the orthogonal coordinate system to U , V , and W , the
components in probe coordinate system, the following
expressions for the effective cooling velocity Ueij of the
j-th sensor in the i-th array (i, j = 1, 2, 3) can be derived
for the sensors in the x–y and x–z planes, respectively:

U2
eij = (Uij cosαeij + Vij sinαeij )

2 +h2
ij W

2
ij (5.323)

and

U2
eij = (Uij cosαeij ± Wij sinαeij )

2 +h2
ij V

2
ij .

(5.324)

Ueij can be expressed in terms of the three velocity
components U0, V0, and W0 at the probe center C0
(Fig. 5.195), the six cross-stream velocity gradients (in
the plane normal to the probe axis passing through the
sensor centers), the distance projected on this plane be-
tween the probe center and the center of each sensor,
the individual sensor effective angle αeij , and the pitch
coefficients hij . To do this the velocity components U0,
V0, and W0 were expanded to first order in a Taylor se-
ries about C0, and the effective cooling velocity was
related to the voltage output using King’s law. This
gave the following set of nine nonlinear algebraic equa-
tions with three velocity and six cross-stream velocity
gradient component unknowns:

(
E2

ij − Aij

Bij

) 2
n

=
[

Kij1

(
U0 +Cij1

∂U

∂z
+Cij2

∂U

∂y

)

+ Kij2

(
V0 +Cij3

∂V

∂z
+Cij4

∂V

∂y

)]2

+
[

Kij3

(
W0 +Cij5

∂W

∂z
+Cij6

∂W

∂y

)]2

. (5.325)

For this equation, the cross-stream velocity compo-
nent V is exchanged with W for the sensors j = 2, 3
(Fig. 5.195).

The 27 coefficients Kijk, the nine coefficients Aij ,
and the nine coefficients Bij had to be determined ex-
perimentally from calibration. The constants Kij1, by
their nature, are cosines of the effective angles αeij , the
Kij2 coefficients are sines of the effective angles, while
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the Kij3 coefficients account for aerodynamic block-
age (pitch coefficients hij ). The Cijl (l = 1, 2, 3, 4, 5, 6)
constants can be expressed as positive or negative frac-
tions of the projected prong spacing h for a given
probe geometry. The probe was calibrated in a uniform
(gradient-free) flow using a mechanism to pitch and yaw
the probe in the range where it gives a unique solution.
Assuming an optimal value of 0.4–0.5 for the exponent
n in King’s Law, varying the speed magnitude for zero
pitch and yaw angle and using a least-squares fit, the co-
efficients Aij and the products Bij (Kij1)n/2 were found.
The coefficients Kij1, Kij2 and Kij3 can be determined
for the sensor in the vertical or horizontal planes by yaw-
ing or pitching the probe. The equations that have to be
solved to find the unknown calibration coefficients are
linear.

Although various algorithms are available, a new nu-
merical algorithm was developed to solve the system of
nine nonlinear algebraic (5.325) for the unknown veloc-
ity components at the probe center and the six velocity
gradients in the cross-stream direction. The method was
based on a successive iteration procedure that converged
after a few iterations. The probe has to be used inside
the solution uniqueness range, otherwise multiple real
roots can appear. This issue will be discussed in detail
below.

The advantage of this solution approach used for the
nine-sensor T-configuration probe is that the velocity
variation over each array does not have to be neglected
and the sensor inclination angles α do not have to be
measured. The calibration procedure is rather simple,
but the sensors have to be positioned in the horizontal or
vertical planes as accurately as possible.

In their first solution method, Honkan [5.690] and
Honkan and Andreopoulos [5.689] assumed that the ve-
locity gradients, over each array of their nine-sensor
probe with an orthogonal geometrical configuration,
could be neglected and that only gradients between the
arrays had to be taken into account. In this way the
problem is reduced to the problem of velocity meas-
urements with a triple-sensor orthogonal probe. The
velocity gradients can then be estimated by finite dif-
ferences, knowing the velocity at each array center and
the separation distance between the array centers. They
analyzed two possibilities for defining the response of
the three arrays of their nine-sensor probe: direct map-
ping through a look-up table and the determination of
the cooling law of each sensor.

The first approach directly relates the velocity vec-
tor to the voltage outputs for each array. The data are
used to form a look-up table which maps, one-to-one,

each set of three voltages, Ei1, Ei2, and Ei3, for each
array, to a corresponding velocity vector, defined by its
magnitude Q and its pitch and yaw angles ϕ and ϑ with
respect to the probe coordinate system.

|Ei1, Ei2, Ei3| ⇔ |Q, ϕ, ϑ| . (5.326)

The advantages of this approach are that there is no
need to assume any type of cooling law for the sen-
sors, and no knowledge of the exact array geometry is
required. The disadvantage is that the method requires
a large number of calibration data in order to achieve
high resolution. This large number of calibration points
is set by the desirability of having the voltage differ-
ence ∆Eik between two successive points to be of the
order of the instrument resolution in order to achieve the
optimum accuracy. Various methods can be used to in-
terpolate for cases where optimum data resolution is not
obtained. The uniqueness domain can be determined us-
ing an approach proposed by Vrettos [5.783]. Of course,
as mentioned above, an inherent and serious disadvan-
tage of this approach is that it must be assumed that the
velocity vector field across each array is constant.

The second data analysis approach of Honkan [5.690]
and Honkan and Andreopoulos [5.689] is based on de-
termining a cooling law describing the response of each
sensor. The effective cooling velocities for the i-th ar-
ray are expressed as the system of algebraic nonlinear
equations:

U2
ei1 = H2

i1U2
li + K2

i1V 2
li + M2

i1W2
li ,

U2
ei2 = H2

i2U2
li + K2

i2V 2
li + M2

i2W2
li ,

U2
ei3 = H2

i3U2
li + K2

i3V 2
li + M2

i3W2
li , (5.327)

where Ul, Vl, and Wl are the velocity components in a lo-
cal coordinate system xl, yl, zl with its origin attached
to the tip of an array and its axes along the sensors, as
shown in Fig. 5.196.

These expressions are similar to Jorgensen’s (5.321)
cooling law. However, they are equivalent to Jorgensen’s
cooling law only for a special orientation of the prongs
for which the velocity component along one of the sen-
sors is normal to the second one and binormal to the
third one. This was not the case for their probe.

Using the King’s law fit (5.319), this system of
equations can be expressed in matrix form as∣∣∣∣∣∣∣

[(
E2

i1 − Ai1
)
/Bi1

]2/ni1

[(
E2

i2 − Ai2
)
/Bi2

]2/ni2

[(
E2

i3 − Ai3
)
/Bi3

]2/ni3

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
H2

i1 K2
i1 M2

i1

H2
i2 K2

i2 M2
i2

H2
i3 K2

i3 M2
i3

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
U2

li

V 2
li

W2
li

∣∣∣∣∣∣∣
.

(5.328)
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The system (5.328) is linear in U2
li , V 2

li , and W2
li and

can easily be solved for each array. The coefficients Ai1
andBi1 can be determined using a calibration procedure
by varying the speed magnitude with zero pitch and yaw
angle and assuming the coefficient nij to be in the range
0.45–0.5. The values of the matrix coefficients Hij , Kij ,
and Mij can be found by appropriately pitching and
yawing the probe. Only the positive values of Uli , Vli ,
and Wli can be inside the probe uniqueness range, as
will be discussed below.

The velocity components Ui , Vi , and Wi in the
probe coordinate system x, y, z shown in Fig. 5.196, and
the velocity components Uli , Vli and Wli in the local
coordinate systems of each array are linearly related by∣∣∣∣∣∣∣

Ui

Vi

Wi

∣∣∣∣∣∣∣
=

∣∣∣∣∣∣∣
pi1 pi2 pi3

qi1 qi2 qi3

ri1 ri2 ri3

∣∣∣∣∣∣∣

∣∣∣∣∣∣∣
Uli

Vli

Wli

∣∣∣∣∣∣∣
, (5.329)

where the coefficients pij , qij , and rij are the combina-
tions of the cosine and sines of angle α and γ shown in
Fig. 5.196. After solving the system (5.328) for Uli , Vli ,
and Wli , the velocity components Ui , Vi , and Wi can be
found from the (5.329) for each array and then the six
velocity gradients in the y–z plane can be calculated.

Using a similar approach to that of Vukoslavčević
et al. [5.687], Honkan and Andreopoulos [5.689] mod-
ified this solution method so that the assumption of
constant velocity over each array was no longer needed.
They concluded that this was a more-accurate method,
because it usually is not reasonable to assume that no ve-
locity gradients exist over the sensing areas of the arrays
while determining the gradients between array centers.
This assumption would only be reasonable if the size
of the arrays were much smaller than the distances be-
tween the centers of the arrays, which was not the case
for any of the probes described here.

Twelve-Sensor Probe. Tsinober et al. [5.693] also as-
sumed that the velocity gradients were constant over
each of the three arrays of four sensors forming their 12-
sensor probe. They considered each four-sensor array
as a combination of four three-sensor arrays. The in-
stantaneous velocity vectors obtained from each of the
four subarrays were used to form a mean for the four-
sensor array at each instant. This mean was taken to be
the true value of the instantaneous velocity vector at the
four-sensor array. They also used direct mapping with
a look-up table to relate the velocity vector and voltage
output for each array. The advantage of adding a fourth
sensor to each array of the nine-sensor probe to increase

the uniqueness range, as will be discussed below, was
not utilized with this solution method. As was discussed
above, assuming that no velocity gradients exist over
the sensing areas of the arrays while determining the
gradients between array centers calls into question the
accuracy of this method. This is because the size of the
arrays of this probe is about the same as the distances
between the centers of the arrays.

The advantage of the fourth sensor, related to the
uniqueness range, was discussed by Vukoslavčević and
Wallace [5.768]. As in the case of the nine-sensor probe,
they assumed a flow field which instantaneously varies
across the sensing area of the probe so that each sensor
experiences a different velocity vector. Based on their
previous experience with the nine-sensor probe, they
found that, for the low velocities in the near-wall region
of turbulent boundary layer, the polynomial fit (5.320)
and Jorgensen’s [5.781] expression (5.321) give better
results than King’s law (5.319) and the effective-angle
(5.322) approach. Replacing the orthogonal velocity
components Un, Ut, and Ub in Jorgensen’s expression
(5.321) with the U , V , and W velocity components in
the probe coordinate system x, y, z and equating it to the
polynomial (5.320), the following expressions for the re-
sponse of the j-th ( j = 1–4) sensor of the i-th (i = 1–3)
array is obtained

5∑
n=1

bijn En−1
ij

= aij1U2
ij +aij2V 2

ij +aij3W2
ij

+aij4Uij Vij +aij5Uij Wij +aij6Vij Wij . (5.330)

The coefficients aijk depend on the probe geometry, the
flow distortion by the prongs and thermal effects. In fact,
they are products of the sines and cosines of the angles
α and of the pitch and yaw coefficients, h and k, of each
sensor. Dividing by aij1 and taking Aijk = aijk/aij1 and
Bijn = bijn/aij1, (5.330) becomes

5∑
n=1

Bijn En−1
ij

= U2
ij + Aij1V 2

ij + Aij2W2
ij

+ Aij3Uij Vij + Aij4Uij Wij + Aij5Vij Wij . (5.331)

None of the coefficients in this equation need to be
known in advance; they can be determined in a cali-
bration procedure. By placing the probe in a nominally
irrotational and uniform calibration jet flow and pitching
and yawing it, an optimal number m of different flow re-
alizations, Uij = U0m, Vij = V0m , and Wij = W0m , can
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be induced. These known flow realizations and meas-
ured voltages yield a corresponding number of linear
equations (5.331) with the Aijk and Bijn coefficients un-
known. The number of equations should, of course, be
equal to or greater than the number of unknown cali-
bration coefficients for each sensor, requiring at least 10
flow realizations. The method of least squares can be
used to minimize the measurement error.

As for the case of the nine-sensor probe, the veloc-
ity components Uij , Vij , andWij can be defined in terms
of the velocity components U0, V0, and W0 at the probe
center C0 (Fig. 5.198), their gradients in the plane nor-
mal to the probe axis passing through the sensor centers,
and the distances cij and dij in the y- and z-directions
between C0 and the centers of each sensor.

Expanding the velocity components U0, V0, and
W0 to first order in a Taylor series about C0 re-
sults in the following 12 nonlinear algebraic equations
with nine velocity and cross-stream velocity gradients
unknowns:

5∑
n=1

Bijn En−1
ij

=(U0 + gUij )
2 + Aij1(V0 + gVij )

2

+ Aij2(W0 + gWij )
2+ Aij3(U0 + gUij )(V0 + gVij )

+ Aij4(U0 + gUij )(W0 + gWij )

+ Aij5(V0 + gVij )(W0 + gWij ) , (5.332)

where

gUij = cij
∂U

∂y
+dij

∂U

∂z
and with U replaced by V and W for gVij and
gWij .

A special numerical algorithm was developed to
solve these equations. For each array, it chooses the three
sensor response equations, out of the four available,
that give the maximum uniqueness range. In addition
to obtaining the maximum possible uniqueness range,
a second advantage of this method is that knowing the
exact orientation of the sensors is not required. In order
to define the velocity gradient, the only thing that must
be known (and with good accuracy) is the spacing be-
tween the sensor centers. These distances are determined
with a measuring microscope.

Nguyen [5.766] and Marasli et al. [5.767] used the
same response equations as those by Vukoslavčević and
Wallace [5.768] but their iterative solution method em-
ployed a minimization of the least-squared error from
all 12 sensors. How this method affects the uniqueness
range of the probe has not been analyzed.

Eight-Sensor Probe. The data-reduction mechanism of
the eight-sensor probe is the simplest of all those de-
scribed here. Any of the well-known methods developed
for X-arrays probes can be used in this case. The assump-
tion of Antonia et al. [5.770] and Antonia et al. [5.771]
that the velocity field is constant across each array but
that it varies between arrays is not necessary. This as-
sumption can be questionable in high-gradient flows,
bearing in mind that the ratio of the sensor separations
to the separations between arrays is about 0.3. Assuming
a constant-gradient flow field over the whole probe sens-
ing area will make the response equations more complex,
but they can be easily solved using a successive iteration
procedure similar to the one developed for the nine- and
12-sensor probes. However, it is necessary to neglect the
binormal component cooling each sensor and, therefore,
its gradients when only eight sensors are used.

Streamwise Velocity Gradients
Using the data obtained with the nine- or 12-sensor
probes, three velocity components and six velocity gra-
dients in the cross-stream directions can be obtained.
However, only four of the cross-stream gradients can
be obtained with the eight-sensor probe. The stream-
wise gradients have to be evaluated using an alternate
method.

A common method is to apply Taylor’s [5.762] hy-
pothesis that the turbulent flow pattern is frozen for
a sufficiently short time interval as it passes the probe
at a fixed point in space with a convection speed Uc.
Under this hypothesis, the streamwise gradient of any
instantaneous velocity component Ui can be expressed
as

∂Ui

∂x
= − 1

Uc

∂Ui

∂t
. (5.333)

The convection velocity Uc is usually taken as the local
mean velocity U or as the local instantaneous velocity
U , giving the following forms of Taylor’s hypothesis:

∂Ui

∂x
= − 1

U

∂Ui

∂t
(5.334)

or
∂Ui

∂x
= − 1

U

∂Ui

∂t
. (5.335)

Another approach is based on the assumption that an in-
stantaneous property ϕ of a material fluid particle does
not change along its Lagrangian path during a suffi-
ciently small time interval so that the material derivative
Dϕ/Dt = 0. Under this assumption the momentum equa-
tion reduces to a refined form of Taylor’s hypothesis

Part
B

5
.5



Velocity, Vorticity, and Mach Number 5.5 Vorticity 423

given by

∂Ui

∂x
= − 1

U

(
∂Ui

∂t
+ V

∂Ui

∂y
+ W

∂Ui

∂z

)
. (5.336)

It is clear from the momentum equation that this expres-
sion is strictly valid only if the pressure forces negate the
viscous forces, and its accuracy depends on the degree
to which this is true.

The streamwise gradient ∂U/∂x can also be deter-
mined from the continuity equation for incompressible
fluid flow

∂U

∂x
= −

(
∂V

∂y
+ ∂W

∂z

)
. (5.337)

This exact expression can be employed to test the differ-
ent forms of Taylor’s hypothesis used to determine the
streamwise velocity gradient.

All three equations, (5.334), (5.335) and (5.336)
have been analyzed by evaluating the magnitude of
the terms in the momentum equation. They have been
tested using experimental and numerical data for differ-
ent types of turbulent flows. For a turbulent flow field
that is convected locally in the x-direction by the mean
streamwise velocity U (V ≈ 0, W ≈ 0, ∂U/∂z = 0), the
refined Taylor hypothesis expression takes the form

∂Ui

∂x
= − 1

U

(
∂Ui

∂t
+v

∂ui

∂y
+w

∂ui

∂z
+v

∂Ui

∂y

)
,

(5.338)

where ui are the velocity fluctuations about the mean
values and v and w are components in the cross-stream
directions. The last three terms in this equation are small
for a sufficiently small turbulence level. In that case, the
refined (5.336) and classical form (5.335) of Taylor’s
hypothesis give similar results.

The momentum equation can be rewritten in the
following form

∂Ui

∂t
+U

∂ui

∂x
+
(

u
∂ui

∂x
+v

∂ui

∂y
+w

∂ui

∂z

)

−
[
∂

∂x
(uu)+ ∂

∂y
(uv)+ ∂

∂z
(uw)

]

+u
∂Ui

∂x
+v

∂Ui

∂y
+w

∂Ui

∂z
+ 1

ρ

∂p

∂xi

−ν

(
∂2ui

∂x2 + ∂2ui

∂y2 + ∂2ui

∂z2

)
= 0 , (5.339)

where p are the pressure fluctuations about the mean val-
ues. This form of the momentum equation is convenient
to analyze the magnitude of the terms to be neglected

in order to test the accuracy of Taylor’s hypothesis for
a given type of flow. An analysis of the order of mag-
nitude of these terms is given by Heskestad [5.784].
He found that the terms u j (∂Ui/∂x j ) are always small
compared to U(∂ui/∂x), and that the (∂/∂xi )uiu j terms
are also small compared to u j∂ui/∂x j if the Taylor mi-
croscale λ is quite small compared to some characteristic
length L so that ∂ui/∂t � λ/L . Neglecting the viscous
terms ν∂2ui/∂x2

k , which he did on the grounds that vis-
cous forces do not greatly affect the large-scale motion of
the flow associated with its momentum, the momentum
equation (5.339) reduces to the form

∂ui

∂x
= − 1

U

(
∂Ui

∂t
+v

∂ui

∂y
+w

∂ui

∂z
+ 1

ρ

∂p

∂xi

)
.

(5.340)

In the case of boundary-layer flow, where ∂U/∂x ≈ 0,
this expression differs from the generalized Taylor’s hy-
pothesis (5.338) only because it includes the pressure
fluctuation gradient, and because Heskestad [5.784] con-
sidered the v(∂U/∂y) term in (5.338) to be negligible.
Batchelor [5.785] estimated that, in an isotropic field, the
ratio of the mean square pressure gradient to a typical
mean square inertia term is inversely proportional to the
Reynolds number Reλ = λu/L . If this is the case, only
for Reλ > 1000 can the pressure terms be neglected and
the streamwise gradients be evaluated from the general-
ized Taylor hypothesis (5.336) with sufficient accuracy.

Piomelli et al. [5.786] used direct numerical sim-
ulation (DNS) and large-eddy simulation (LES) data
from turbulent channel flows as well as the experimental
boundary-layer data of Balint [5.787] to extend the nu-
merical study of Taylor’s hypothesis initiated by Hussain
et al. [5.788]. They compared the rms of the streamwise
velocity gradient obtained directly from the LES and
used the classical (5.334) as well as the refined form
(5.336) of Taylor’s hypothesis. Very good agreement
was found above the buffer layer. By comparing ∂Ui/∂t
with U∂Ui/∂x from the LES, high phase coherence be-
tween these two signals was observed above the buffer
layer as evidenced by correlation coefficient values of
0.95 or higher everywhere in this region of the flow for
all three streamwise velocity gradients. The amplitudes
of these two signals were also similar in this region of
the flow, as evidenced by their similar rms levels. In in-
terpreting these results, one should keep in mind that
in LES only the larger-scales are computed accurately,
while the smaller ones are modeled. The influence of the
small scales obviously affect the velocity derivatives. To
assess the importance of the neglected small scales, the
rms intensities of the velocity gradients were compared
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to those obtained from DNS and from the experimental
data of Balint [5.787]. Above the buffer layer, the agree-
ment between the LES and the experimental rms values,
which were determined with comparable resolution, was
very good, while both sets of values are somewhat lower
than those of the DNS due to insufficient resolution.

Kim and Hussain [5.790] investigated the propaga-
tion speed of velocity, vorticity, and pressure fluctuations
from a turbulent channel flow DNS simulation. This
investigation has obvious implications for Taylor’s hy-
pothesis, as they pointed out. They found, surprisingly,
that the propagation velocity is very close to the local
mean velocity except in the near-wall region, i. e., the
viscous and buffer layers, where it has a nearly constant
value of about 10 uτ. The relative lack of agreement
seen by Piomelli et al. [5.786] between the amplitudes
of ∂Ui/∂t and U∂Ui/∂x in and below the buffer layer,
as indicated by their rms values there, can be explained
by the fact that turbulence fluctuations are not convected
with the mean velocity in this region near the wall. Use of
a more-appropriate convection velocity in the near-wall
region of bounded flows will clearly improve the ability
of the Taylor’s hypothesis time–space transformation to
provide adequate estimates of streamwise gradients.

A comparison of the streamwise gradient ∂U/∂x
evaluated using the continuity equation and dif-
ferent forms of Taylor’s hypothesis was given by
Loucks [5.780]. The time series, shown in Fig. 5.202,
was obtained from the boundary-layer data of
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Fig. 5.202 A time series of the streamwise velocity gradient from
Loucks [5.780] using the boundary-layer data of Ong [5.789] at
y+=89: continuity equation (5.337) (dashed line), Taylor hypothesis
(5.334) (solid line), and refined Taylor hypothesis (5.336) (dotted
line)

Ong [5.789] using a nine-sensor probe in the logarithmic
layer at y+ = 89.

The time series of the two forms of Taylor’s hypoth-
esis match extremely well in both phase and amplitude.
They can hardly be distinguished from each other. They
both also track fairly closely in phase and shape with
the continuity equation. However, the amplitudes of the
Taylor’s hypothesis signals deviate from that of the con-
tinuity equation signal during some short intervals of the
time series shown. Loucks’ [5.780] further analysis of
this data, as well as the data taken by a 12-sensor probe in
a plane mixing layer, have shown that these differences
between ∂U/∂x obtained from continuity and from Tay-
lor’s hypothesis are not an effect of the data sampling
rate. We have determined that this amplitude disagree-
ment in the boundary-layer data of Ong [5.789] can be
much reduced by a judicious choice of the Taylor’s hy-
pothesis convection velocity, viz. by using a convection
velocity of (0.6–0.7) U near the wall. This is consistent
with the findings of Kim and Hussain [5.790] mentioned
above.

To compare the phase shifts of the different signals,
Loucks [5.780] calculated the cross-correlation coeffi-
cients shown in Fig. 5.203, where R1, R2 and R3 are
the cross-correlation of ∂U/∂x obtained from continu-
ity (5.337) with the various forms of Taylor’s hypothesis
given by (5.334), (5.336) and with (5.336), where U was
used as the convection velocity in place of U .
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Fig. 5.203 Correlation coefficients of the streamwise
velocity gradients from Loucks [5.780] using the boundary-
layer data of Ong [5.789] at y+ = 89: continuity (5.337)
with Taylor’s hypothesis (5.334) (squares), continuity
(5.337) with refined Taylor’s hypothesis (5.336) (circles),
and continuity (5.337) with refined Taylor’s hypothesis
(5.336) but using U as the convection velocity (triangles)
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Although all three coefficients are close to each
other, surprisingly the highest correlation was obtained
using the classical form of the Taylor hypothesis. Similar
results were obtained in the mixing-layer flow.

To summarize, it can be stated that Taylor’s hypoth-
esis can be used to approximate streamwise gradients
with an accuracy that improves with distance from the
wall for bounded flows and with increasing mean veloc-
ity in mixing-layer flows. Adding the additional terms
for the refined form of Taylor’s hypothesis does not im-
prove the accuracy. For all the flows mentioned here
for which Taylor’s hypothesis was examined, the Tay-
lor microscale Reynolds number Reλ was in the range
500–700. These are large values, but are still smaller
than the criterion of Heskestad [5.784].

Uniqueness Range
It is well known that different fluid velocity vectors, as
illustrated in Fig. 5.204, can produce the same hot-wire
response. For any number of heated sensors included
in a hot-wire probe, multiple solutions of the sensors’
response equations can be obtained, and different ve-
locity vectors can be determined from any specific set
of anemometer output signals. This is the well-known
uniqueness or rectification problem referred to by Tutu
and Chevray [5.792].

Fortunately, there is a solution domain, known as
the uniqueness domain, where the velocity vector can be
uniquely determined for a given probe. The uniqueness
domain of a multiple-sensor probe is shown schemati-
cally in Fig. 5.204b. The outer boundary of this domain
can be described by the largest angle, ϕcr, defined as the
angle between the probe axis, shown in Fig. 5.204b, and
the velocity vector Ucr at the edge of the domain. Within
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Fig. 5.204 (a) Velocity vector in Cartesian and spherical coordinates. (b) The uniqueness domain and uniqueness cone
of a multisensor hot-wire probe. (After Vukoslavčević et al. [5.791], courtesy Inst. of Physics)

this domain the fluid velocity vector U can be uniquely
determined. The geometrical form of such a domain is
usually an asymmetric conical surface for which ϕcr is
a function of the angle θ, which specifies the orientation
of the meridian plane containing Ucr. Its shape varies,
depending primarily on the number of sensors and their
configuration. However, the uniqueness range is more
commonly represented by the symmetric cone, shown
in Fig. 5.204b, the half angle ε of which is defined as the
minimum value of the angle ϕcr. Inside this cone there
is a unique solution independent of the rotation of the
probe around its axis. Thus hot-wire probes should only
be used in flows with velocity vectors contained within
the uniqueness cone. Otherwise, at least two fluid veloc-
ity vectors will give the same output signals, and there
is no way to recognize which of them really exists in
a given flow. The uniqueness range of a vorticity probe
is the same as the uniqueness range of its arrays.

To date, a variety of investigations about the unique-
ness range of different hot-wire probe configurations and
their signal interpretation procedures have been pub-
lished. An illustrative graphical representation, based
on the cosine law, of the response of an ideal, infinitely
long, hot-wire sensor to possible fluid velocity vector di-
rections was given by Willmarth [5.793]. In the case of
a three-sensor probe, there can be up to eight intersec-
tion points between the three cylindrical surfaces that
represent three-probe sensor responses.

Detailed numerical and graphical analyses of the
uniqueness domain of three- and four-sensor probes have
been carried out by many researchers; one such survey
can be found in Vukoslavčević et al. [5.791]. They also
analyzed the uniqueness domain and derived analyti-
cal expressions defining the uniqueness range of three-
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and four-sensor probes. These expressions are based on
the effective angle approach (5.322) or on the effective
cooling velocity (5.321) described by Jorgensen’s law.

For the nine-sensor T-configuration probe, shown
in Fig. 5.195, or one of its arrays, the half angle ε of
the uniqueness cone corresponds to the meridian plane
θ = 0◦ (W = 0) and is given by

ε= ϕcr,min = a tan

[
sin 2αe

2h2

]
. (5.341)

A maximum value of ε = 26.56◦ can be achieved for
the case of an ideal sensor response (α = αe, h = 1)
and a sensor inclination angle of α = 45◦. For any other
value of angle α the uniqueness range will decrease. In
the case of a nine-sensor orthogonal-configuration probe
or one of its arrays, shown in Fig. 5.196, the half cone
angle ε corresponds to meridian planes containing any
of the sensors and their supporting prongs and is defined
by

ε= ϕcr,min = a tan

(
sin 2αe

h2 + sin2αe

)
, (5.342)

with a maximum value of ε= 35.26◦ for an ideal sensor
response (α = αe, h = 1) and a sensor inclination angle
of α = 35.26◦. As for the nine-sensor T-configuration
probe, the uniqueness range will decrease for any other
value of the sensor inclination angle α.

Two expressions were derived for the 12-sensor
probe shown in Fig. 5.198 or for one of its four-sensor
arrays. One is based on the effective-angle approach and
is given by

ε= ϕcr,min = a tan

( √
2 cosαe√

sin2αe +h2

)
. (5.343)

The other is based on Jorgensen’s cooling law and is
given by

ε= ϕcr,min = a tan

√
2(cos2α+ ksin2α)

sin2α+ k2cos2α+h2
.

(5.344)

Both of these correspond to the same meridian planes
θ = ±45◦ and θ = ±135◦ (W = ±V ). For the case of
an ideal sensor response (α = αe, k = 0, h = 1), they
reduce to the same form

ϕcr1,2 = a tan

( √
2 cosα√

sin2α+1

)
, (5.345)

which was first derived by Pailhas and Cousteix [5.794]
and gives a value of ε= 39.23◦ for α = 45◦.

It is therefore clear that the 12-sensor probe has the
highest value of the uniqueness half cone angle with
a value of ε = 39.23◦, compared to ε = 26.56◦ and
ε = 35.26◦ for nine-sensor T-configuration and nine-
sensor orthogonal-configuration probes, respectively. In
addition, in contrast to the nine-sensor configurations,
this value can be further increased by decreasing the sen-
sor inclination angleα, as can be seen in Fig. 5.205 where
ε is shown for different values of the pitch coefficient h
and the sensor inclination angle αe.

If the wire angle is decreased to the value α= 35.26◦
that corresponds to the nine-sensor orthogonal probe,
the uniqueness half cone angle will be ε= 45.0◦, which
is about 9◦ higher than for the case of the nine-sensor
orthogonal probe and about 18◦ higher than for the nine-
sensor T-configuration probe. Unfortunately, decreasing
the sensor inclination angle α decreases the sensitivity
of the probe to the cross-stream velocity components.

All four expressions, (5.341), (5.342), (5.343), and
(5.344), clearly show that for real sensor responses the
uniqueness range cone half-angle ε decreases with an
increase of the pitch coefficient h. In addition, the same
trend can also be seen in Fig. 5.205 for the 12-sensor
probe.

In order to achieve the maximum possible value
of the uniqueness range cone half-angle for the 12-
sensor probe shown in Fig. 5.198, an appropriate choice
of three out of the four available sensors has to be
made for each array, as explained in Vukoslavčević
and Wallace [5.768]. Each array of a 12-sensor probe
can be viewed as a combination of two subarrays of
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Fig. 5.205 The uniqueness cone half-angles ε = f (h, α)
for a 12-senor probe for h = 1 (lines), h = 1.05 (open
square), h = 1.1 (filled square), h = 1.15 (open circle), and
h = 1.2 (filled circle). (After Vukoslavčević et al. [5.791],
courtesy Inst. of Physics)
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three-sensors in the T-configuration. For example, one
subarray is formed by sensors 1, 2, and 3 in the geomet-
rical arrangement of the arrays of the nine-sensor probe
shown in Fig. 5.195, and the other is formed by sensors 2,
3, and 4 corresponding to the same three-sensor subarray
configuration rotated by 180◦. For a triple-sensor array,
shown in Fig. 5.195, there are, in fact, two minimums of
the critical angle ϕcr. The first is in the range |θ| ≤ 90◦,
or V ≤ 0 and the second is in the range 90◦ ≤ θ ≤ 180◦,
or V ≥ 0. For the combination of sensors 1, 2, and 3 the
first (smaller) minimum is given by (5.341) and the sec-
ond (higher) one by (5.343) and (5.344). The situation is
reversed for the combination of sensors 2, 3, and 4. The
higher ε corresponds to V ≥ 0 or 90◦ ≤ θ ≤ 180◦ and the
lower one to V ≤ 0 or |θ| ≤ 90◦. This means that, in or-
der to achieve the higher value for the uniqueness range
cone half-angle given by (5.343) or (5.344), a choice of
sensors 1, 2,and 3 has to be made for negative values of
V , and sensors 2, 3, and 4 have to be chosen for posi-
tive V . However, the value of the V velocity component
is not known in advance. The procedure can be started
by any arbitrary initial choice and then updated depend-
ing on the sign of V . The same conclusion can be drawn
from the subarray sensor combinations 1, 2, and 4 and
1, 3, and 4, together with the sign of the W velocity
component.

In the case of the mapping approach using a look-up
table, the only condition for which the mapping given
by (5.326) is unique is given by

J =

∣∣∣∣∣∣∣
∂Ei1/∂Q ∂Ei2/∂Q ∂Ei3/∂Q

∂Ei1/∂ϕ ∂Ei2/∂ϕ ∂Ei3/∂ϕ

∂Ei1/∂ϑ ∂Ei2/∂ϑ ∂Ei3/∂ϑ

∣∣∣∣∣∣∣
�= 0 . (5.346)

The nine elements of this Jacobian J are the sensitivi-
ties of each sensor. The partial derivatives can be found
by using the finite-difference method at the successive
points obtained in a calibration procedure. If J does not
change sign at any point inside a domain, a unique meas-
urement of the velocity vector can be obtained in that
domain. The first attempt to verify the uniqueness of this
type for an orthogonal triple hot-wire was given by Vret-
tos [5.783]. This condition is very general and can be
applied to any type of probe configuration.

Examples of Measurements
with Multisensor Hot-wire Probes

The probes described above have been used to meas-
ure the vorticity components as well as other important
velocity gradient-based properties of turbulence such
as the strain rate Sij = ∂ui/∂x j + ∂u j/∂xi , the dissipa-
tion rate ε= 2〈Sij Sij〉, and the helicity density Ui ·Ω j in

grid turbulence as well as in turbulent boundary layers,
wakes, jets and mixing layers [5.689,690,693,730,731,
764, 766–768, 770, 771, 780, 787, 789, 795–805]. Here
a few representative examples from the rich variety of
the results from these measurements will be shown. In
Fig. 5.206, the distribution of enstrophy, 0.5ωiωi , meas-
ured in turbulent boundary layers with several of these
probes is compared to the distribution obtained from
a direct numerical simulation (DNS) by Spalart [5.742]
of a turbulent boundary layer and of a turbulent channel
flow by Moser et al. [5.806].

Here the comparison data are all from boundary-
layer experiments or DNS with Reynolds numbers given
in terms of the momentum thickness θ and the freestream
velocity U∞, with the exception of the channel flow DNS
of Moser et al. where the Reynolds number is given in
terms of half the channel width and the friction velocity
uτ. The experimental profiles show the same monotonic
increase of the enstrophy as the wall is approached as
seen in the DNS profiles. However, all the experimen-
tal data fall below the two DNS profiles except for the
data of Ong and Wallace [5.803] after the normalizing
velocity scale uτ has been corrected. This correction,
discussed thoroughly in Ong and Wallace [5.803], is
appropriate, because using the Clauser method to deter-
mine uτ, as was done for all the experimental data shown
here, results in significantly overestimated values. Fur-
thermore, because u4

τ is used in the normalization of
0.5ωiωi , this error in the normalizing scale is greatly
amplified.
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Fig. 5.206 Normalized enstrophy, 0.5ωiωi/u4
τ, measured in tur-

bulent boundary layers with vorticity probes and compared to
simulation results. (After Andreopoulos and Honkan [5.730], cour-
tesy CUP)
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Fig. 5.207 Joint PDF and covariance integrand of the vorticity com-
ponents Ωx and Ωy in a turbulent boundary layer at Reθ = 1070
(after Ong and Wallace [5.803], courtesy CUP)

The joint probability density function (JPDF) of
the streamwise and spanwise components of vortic-
ity P(Ωx,Ωy) reveals interesting characteristics of the
vortical structure of turbulent shear flows. For exam-
ple, the left-hand plot of P(Ωx,Ωy) in Fig. 5.207 is of
data taken just above the buffer layer in the turbulent
boundary-layer experiment of Ong and Wallace [5.803].
The inclination of the major axis of the JPDF into the
first and third quadrants of the hodograph plane implies
a preference for these vorticity components to occur si-
multaneously with like signs, either both plus or both
minus. This is even more evident in the right-hand plot
of the covariance integrand, ΩxΩy P(Ωx,Ωy), where it
is seen that the occurrence of like signs of these two
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Fig. 5.208 Time series of differences between full dissipa-
tion rate, ε= 2Sij Sij (solid line), and three approximations
to ε at y+ = 45 in the atmospheric surface layer over
the Utah salt flats: homogeneous, 2ν

∑
i
∑

j (∂ui/∂x j )2

(dashed line); entropy, ζ/ν (dotted line); and isotropic,
15ν(∂u/∂x)2 (dot-dashed line). (After Folz [5.801])

components (first and third quadrants) dominates the
value of the covariance, ΩxΩy. In fact, as Ong and Wal-
lace [5.803] point out, the peak values of the contours in
the first and third quadrants of the covariance integrand
plots can be used to find the projections on the x–y plane
of the angles of orientation of the vortex filaments that
most contribute to the covariance ΩxΩy at this y+ loca-
tion. These characteristics of the JPDF and covariance
integrand are consistent with the prevalent view that the
bounded flows are made up of organized, but often asym-
metric, hairpin vortices, inclined downstream in the x–y
plane.

In addition to simultaneous measurement of the vor-
ticity vector components, the fact that these probes
provide good estimates of the complete velocity gradi-
ent tensor, with the exception of the eight-sensor probe,
make them useful in determining several other funda-
mental properties of turbulence. For example, all the
terms of the turbulent dissipation rate are available. Fig-
ure 5.208 shows time series obtained by Folz [5.801]
in an experiment carried out in the near-surface layer
of the atmospheric boundary layer over the Utah salt
flats with a 12-sensor probe like the one described in
Fig. 5.198. The full dissipation rate signal ε is compared
to approximations in which

1. the inhomogeneous cross-product terms are ne-
glected so that ε∼ 2ν

∑
i
∑

j (∂ui/∂x j )2,
2. the enstrophy is used as a surrogate so that, ε ∼

ζ/ν = (1/ν)ωiωi , and
3. isotropy is assumed so that ε∼ 15ν(∂u/∂x)2.

There are significant differences in both the ampli-
tude and phase between the time series of each of
these approximations of the dissipation rate and the full
dissipation rate ε.

A strong alignment of the vorticity vector with the
intermediate eigenvector of the rate-of-strain tensor, αi
for i = 2, was observed by Tsinober et al. [5.693] in
both turbulent grid flow and in a turbulent boundary
layer at y/δ = 0.2, as seen in Fig. 5.209. This striking
result is in agreement with numerical simulations by
Ashurst et al. [5.807], but its physical significance is
still unexplained.

The decay of the vorticity component variances
measured by Antonia et al. [5.770] in grid turbulence is
shown in Fig. 5.210, where it is compared to an isotropic
estimate of their decay. Each of the components de-
cays at the same rate as the isotropic estimate, providing
convincing evidence that the vorticity field, which is
dominated by high wavenumbers, is isotropic in this
grid flow.
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Fig. 5.209a,b Probability density
functions of the cosine of the an-
gle between the vorticity vector
and the eigenvectors of the rate-of-
strain tensor: α2 < α2 < α3; (a) grid
flow at x/M = 30 and (b) boundary
layer at y/δ = 0.2. (After Tsinober
et al. [5.693], courtesy CUP)

Summary
Only within the last 20 years has knowledge of the
important properties of turbulence defined by the ve-
locity gradient tensor, including the vorticity vector,
become accessible by experimental measurements and
numerical simulations. This access has enabled the ex-
amination of the structural characteristics of turbulence
and the related transport processes for a rich variety of
flows, as well as the testing of previously unverifiable
turbulence theories. The development and use of mul-
tisensor hot-wire probes to obtain this knowledge has
been an important part of this progress in turbulence
research.
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Fig. 5.210 Decay of the vorticity component variances with
downstream distance in grid turbulence compared with
isotropic decay. (After Antonia et al. [5.770], courtesy CUP)

5.5.4 Transverse Vorticity Measurements
with a Four-Sensor Hot-Wire Probe

This section describes the use of a four-sensor hot wire
probe that is capable of measuring time series of two
components of velocity (u, v) and a single component
of vorticity that is perpendicular to the measured ve-
locities (ωz). The original probe design and processing
algorithm were developed by Foss and coworkers, and
can be found in Foss and Haw [5.808], Wallace and
Foss [5.81]. Measurements from this sensor are pre-
sented in, for example, Foss [5.809] and Morris and
Foss [5.810].

A three-view drawing of the basic probe geometry
is shown in Fig. 5.211. A perspective view is shown in
Fig. 5.212 for clarity. Two of the sensors are parallel with
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Fig. 5.211 Three-view drawing of the probe and coordinate system.
Note that the wire thicknesses are not to scale
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Fig. 5.212 Pers-
pective view
of the probe
geometry

1–1.5 mm spacing. The remaining two sensors are con-
figured as a standard X-wire probe, and placed through
the two parallel sensors as shown. The result is a nominal
measurement domain that is of the order 1 mm3 in size.
The definition of the approach velocity vector is shown
in the coordinate system of the probe in Fig. 5.211. The
component of velocity normal to the plane shown at the
top of Fig. 5.211 is assumed to be small.

The sensors are typically created using tungsten wire
with a nominal 5 µm diameter. Copper plating aerody-
namically isolates the 1 mm active portion of the sensor
from the support prongs. The copper plating is typically
hand soldered to the supports using a multi-degree-of-
freedom traverse to position the sensor over the prongs.
Note that a significant challenge in the manufacture of
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Fig. 5.213 Schematic of the microcirculation domain for the evalu-
ation of (5.348) assuming M = 3

the probe is to thread the fourth wire through the oth-
ers. That is, the first three sensors can be positioned on
the support prongs without difficulty but, due to the ge-
ometry, the fourth wire cannot be positioned without
threading it through the others. This can be accom-
plished by first fixing the fourth wire to a small support
needle.

Algorithm
The time series output from the probe includes the
magnitude of velocity in the plane of the probe as de-
termined by the two straight wires q1, q2 and the angle
γ determined from the X-array. Note that the symbol
q = (u2 +v2)1/2 is used since these sensors essentially
respond to the velocity magnitudes that are perpendicu-
lar to their axes. The X-array, which could provide both u
and v, is only necessary to provide the instantaneous flow
angle γ . Methods for calibrating single-sensor hot-wires
and X-array probes are given in Sect. 5.2. The com-
ponent of vorticity to be calculated from the hot-wire
signals is given by

ωz = ∂v

∂x
− ∂u

∂y
. (5.347)

Rather than approximating the spatial velocity deriva-
tives directly, an integral approach will be presented
based on the circulation

〈ωz〉µ = 1

Aµ

∮
V ds . (5.348)

That is, the probe is used to evaluate a spatially averaged
vorticity over a defined microcirculation domain of area
Aµ by evaluating this circulation integral. The objective
of the processing algorithm is to use the outputs from
the hot-wire sensors (q1, q2, γ ) to create a convected
domain where (5.348) can be evaluated. A schematic of
the domain of integration is shown in Fig. 5.213.

The domain is defined by the streamwise (ŝ) and
probe-normal (ŷ) directions. In short, the time series of
the flow speed provides the definition of a convected
domain. The circulation integral can be evaluated given
that the two parallel wires provide the velocity on the top
and bottom of the region, and the X-wire probe provides
a single estimate of the vertical component at both the
fore and aft sides of the domain.

The domain is created using the time series q1(tn)
and q2(tn) with the assumption of a local (in time)
Taylor’s hypothesis. The height of the domain ∆y is
specified by the distance between the parallel wires. The
length of the domain ∆s is created from a convected
length that is nominally the same dimension: ∆s ≈ ∆y.
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However, the definition of the convected length in the
streamwise direction is limited to discrete time record
values set by the acquisition frequency. Specifically, the
value of ∆s is evaluated at time tn as:

∆sn(m) =
n+m∑

i=n−m

[
q1(ti )+q2(ti )

2

]
∆t . (5.349)

where ∆t is the inverse of the data-acquisition frequency,
and the convection velocity is defined as the mean from
the two parallel sensors. The size of ∆s is established
by increasing the dummy variable m until ∆sn(m) >
∆y. The smallest value of m to satisfy this inequality is
denoted by m = M.

Note that the circulation domain is centered on the
time series point tn , and is expanded M data points in
both directions. The total number of data points used
(2M +1) for each calculation time (tn) depends on
the instantaneous flow speed. The data-acquisition fre-
quency must be large enough that a minimum number of
time series points are included for each evaluation of the
integral given in (5.348). Specifically, facq > 2MU/∆y,
where U is the minimum velocity expected in the time
series, and M should be at least 3.

Note that the evaluation of the domain length de-
fined in (5.349) assumes that the angle γ is constant
over the time period that defines the ≈ 1 mm convected
length. The variability in γ (t) from the averaged value
in this time period, 〈γn〉 (shown in Fig. 5.213), can be
accounted for by including the factor cos[γ (t)−〈γn〉]
in the summation of (5.349). However, this correction is
nearly unity in practice, and does not affect the definition
of the convected length.

Once the microdomain has been created at time
record tn , the average vorticity is calculated from the
circulation around the domain. The magnitude of the ve-
locity can be projected onto the top of the microdomain
as q1 cos(γ −〈γ 〉) and then integrated along the length.
The discrete representation is given by

〈q1(tn)〉 = 1

2M −1

n+M∑
i=n−M

q1(ti )wi cos[γ (ti )−〈γ 〉] .

(5.350)

The weighting variable is defined as wi = 0.5 if i =
±M and 1 otherwise, which properly accounts for the
numerical integration at the end points of the domain.

The quantity 〈q2(tn)〉 should be evaluated similarly
for the bottom of the domain. Again, the cosine factors
in these expressions can typically be ignored without
a significant loss of accuracy, although this should be

evaluated for a given measurement environment. The
velocity component in the y-direction is calculated from

v(tn±M) = q1(tn±M)+q2(tn±M)

2
sin(γn±M) (5.351)

at both the upstream and downstream sides of the do-
main.

For each point of the time series (n), the vorticity is
calculated from:

〈ωn〉 = 1

(∆s)(∆y)

∮
(V ds)

= v(tn+M)−v(tn−M)

∆s
− 〈q2〉−〈q1〉

∆y
. (5.352)

Following the evaluation of 〈ωn〉 at time tn , the time step
is incremented, and the algorithm is repeated, beginning
with a new evaluation of ∆s. Given the relatively high
acquisition frequency required for the evaluation of the
circulation domain, it is often desirable to down-sample
the vorticity by skipping to the next time step as tn+〈M〉,
where 〈M〉 is the average value of M that is anticipated.

Uncertainty
The ability of the probe and algorithm to recover a time
series of the fluid vorticity accurately depends highly on
the specific application and implementation of the tech-
nique. This section will provide a summary of possible
errors and suggested methods to minimize their effects.

An important consideration for any hot-wire-based
technique is proper calibration. Typically the probe is
calibrated to a velocity reference that is derived from
a pressure measurement as described in Sect. 5.2. With
the vorticity probe, the calibration errors can be min-
imized by utilizing a two-step calibration procedure.
First, the two parallel sensors are calibrated and fitted.
The sensor with the lower standard deviation of error is
then used as the master, to which the other parallel sen-
sor and the X-wire are calibrated. This will inherently
minimize calibration differences between the two paral-
lel sensors [the difference being of obvious importance
in (5.352)].

A second consideration is the effect of electronic
noise on the measurement. This is of particular im-
portance due to the relatively high-frequency response
that is required. As noted earlier, the number of points
needed to create the microcirculation domain should
be nominally greater than six. For example, a probe
with ∆y = 1.0 mm and a velocity of 10 m/s requires
an acquisition frequency of 60 kHz. Note that this im-
plies the requirement that the anemometer circuitry
have a frequency response at least as high. The ef-
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Fig. 5.214 Results from traversing the probe through a lam-
inar shear layer. The displacement in the mean velocity
curves allows the evaluation of ∆y

fects of electronic noise can be minimized by using
the highest-quality anemometer circuitry available, and
by using an appropriately defined analog filter to re-
duce the contamination of high-frequency noise that
is not representative of the fluid velocity fluctuations.
If an analog filter is not used, then the acquisition
frequency should be set sufficiently high that the integra-
tion procedure effectively filters out any high-frequency
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Fig. 5.215a,b Example time series of spanwise vorticity from the
center of a shear layer (a) and the edge of a shear layer (b)

contamination. That is, M > 10 should be a nominal
requirement.

A source of potential error in the magnitude of the re-
covered vorticity is uncertainty in the distance between
the parallel wires ∆y. Although the support prongs may
be positioned at a nominal separation, the operation
of hand soldering the wires to the prongs typically re-
sults in a relatively large variability in the actual sensor
placement. An effective method to determine the sen-
sor separation is to traverse a calibrated probe through
a laminar shear layer with a large mean velocity gradi-
ent. If the traversal is executed with sufficiently small
spatial increments, the two parallel wires will provide
identical mean velocity profiles, with a lateral shift that
is equal to the probe spacing. An example is shown in
Fig. 5.214. A sample probe was traversed in increments
of 0.32 mm across the shear layer on one side of a cali-
bration jet. The two sensors clearly measure an identical
velocity profile that is shifted spatially, which provides
an estimate of the true ∆y.

As an example of the net uncertainty in the vortic-
ity measurement, consider a probe with ∆y = 1.0 mm,
and a calibration range of 1–15 m/s. A typical uncer-
tainty in the mean velocity in this range is of order
20 mm/s, with a noise level of about 10 mm/s. The er-
ror in the mean vorticity will then be of order 20 s−1,
with a noise level of about 10 s−1. This clearly makes
the technique unreliable for the recovery of the mean
vorticity in many applications. However, many turbu-
lent flows have fluctuations in vorticity that are in the
range of several hundred inverse seconds in which case
these errors amount to only a few percent of the total
vorticity variance.

A final consideration for the uncertainty is the
assumption of Taylor’s hypothesis in the algorithm. Al-
though viscous effects are often negligible in turbulent
shear flows, strong pressure gradients will affect the
sensors’s response. Specifically, the algorithm described
will result in a nonzero vorticity if the probe is subjected
to a potential flow in which local streamline curvature is
strong compared to the probe size. Although this effect is
difficult to quantify, it is typically not considered to be as
important as the calibration and electronic noise errors.

Sample Results
A recent investigation of the vorticity field of a single
stream shear layer serves as an example of the use of the
vorticity probe [5.811]. The flow field is also described
in detail in Morris and Foss [5.812]. Essentially, the sin-
gle stream shear layer, or half-jet, is a planar flow with
a freestream on one side (vo = 7.1 m/s), and a perpen-
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Fig. 5.216 Two examples of the vorticity PDF taken from
a single stream shear layer

dicular entrainment on the low-speed side with a speed
of approximately 0.035vo. The coordinate system of the
shear layer is specified such that x represents the stream-
wise direction, y represents the direction perpendicular
to the plane of the shear layer, and z is the direction of
spanwise homogeneity.

Two example time records of the spanwise vorticity
field are given in Fig. 5.215. These data were acquired
at a streamwise distance of 684 times the momentum
thickness of the boundary layer at separation (9.8 mm).
The first time record was acquired at a position in the
center of the shear layer where the flow is fully turbulent.
The rms value of the vorticity time series ω̃z was 184 s−1,
compared to the mean shear ∂u/∂y = 9 s−1.

The second of the time records was acquired at a lo-
cation near the high-speed edge of the shear layer where
the flow is convectively intermittent. Specifically, rela-
tively long periods of low vorticity levels representative
of the freestream are interrupted by bursts of high levels
of vorticity that contain significant high-frequency con-
tent. The rms value of the vorticity time series at this
location was ω̃z = 50 s−1, compared to a nominal mean
shear of zero.

From the vorticity time series, a number of stochastic
measures can be computed, including spectral distribu-
tions and probability distribution functions (PDF). As
an example, the complete time records from the spa-
tial locations of Fig. 5.215 were used to compute their
respective distributions (Fig. 5.216). These data show
a number of interesting characteristics, most notably an
exponential decrease in the PDF observed as a linear re-
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Fig. 5.217 An example profile of the rms value of two com-
ponents of vorticity in a single stream shear layer. Note that
the ordinate is normalized by the local momentum thick-
ness (θ), and the vorticity is normalized by the freestream
velocity (vo), the viscosity (ν), and θ. The isotropic values
were evaluated from (5.353)

gion in the semilogarithmic plot for ωz/ω̃z > 2. Similar
features have been observed in computational solutions
to isotropic turbulence [5.813].

Lastly, the vorticity probe was traversed across
the shear layer in order to quantify the spatial dis-
tributions of the vorticity moments. In Fig. 5.217,
the rms value of vorticity, both spanwise (ω̃z) and
transverse (ω̃y), are shown with the predicted val-
ues based on single-velocity-component measurements
using isotropic relations. Specifically, the time series
record from one of the parallel sensors was used with
Taylor’s frozen-flow hypothesis to estimate the spa-
tial derivative ∂u/∂x, from which the rms vorticity was
calculated [5.814] as

ω̃2
z = 5ν

(
∂u

∂x

)2

. (5.353)

The agreement between the expression and the directly
measured rms vorticity values shown in Fig. 5.217 is
generally quite good. Although (5.353) is exact only in
homogeneous and isotropic turbulence, agreement be-
tween the rms value of the vorticity time series and
(5.353) can serve to verify that the probe and computer
algorithm are working correctly as long as the subject
flow field is not too far from equilibrium.
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5.6 Thermal Transient Anemometer (TTA)
The TTA has been developed to obtain the time-
and space-averaged values of the temperature and the
density–velocity product of the flow through a desig-
nated area which, in this presentation, will be termed
a cell. The complete area of interest, or segment of
the total area of interest, may be used to define a cell.
The former would describe, for example, the separate
passages of an automotive climate control system; the
latter would describe, as a second example, the 4 × 4
cells at the aft location of an automotive radiator. See
Foss et al. [5.815–817] for the initial publication of this
technique.

5.6.1 Operational Description

Figure 5.218 presents the multi-X pattern of the cells in
a typical TTA frame. In this image, the small-diameter
(≈ 0.1–0.2 mm) tungsten wire makes 15 spans across
the cell width. Figure 5.218b also shows the tether lo-
cations where the tungsten wire is secured in a teflon
retaining plug. In each case, the cells are intended to

��

��

Fig. 5.218a,b A 3 × 4 TTA frame. (a) The complete frame.
(b) A detailed view to show the tether plugs

provide a complete representation of the flow rate and
temperature for the area of interest. The 3 × 4 frame
of Fig. 5.218 was prepared to cover the face of an
automotive radiator.

Once fabricated, the resistance of the cell is meas-
ured at ambient temperature (Ra) and this value serves
as the reference condition for the temperature measure-
ment. Specifically, given (5.355) from Sect. 5.2 and

Rw = Ra[1+χ(Tw − Ta)] , (5.354)

the resistance of the cell (Rw) permits the temperature to
be determined. Note that χ is the temperature coefficient
of resistance. This is the first measurement made in the
operation of the TTA.
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Fig. 5.219a,b Rw(t) from a velocity calibration data
set shown using: (a) algebraic coordinates, and
(b) logarithmic–linear coordinates
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The circuitry of the TTA then elevates the wire’s
temperature by delivering current until the wire’s resis-
tance achieves the preset value: Rhot. Heat transfer, as
described by (5.358) in Sect. 5.2.1, results in the de-
crease of Rw(t) from Rhot to Ra. Specifically, adopting
a simplified lumped-parameter analysis, the temperature
of the wire during the cool-down period is described as

mc
dTw

dt
= −

[
h Ap(Tw − Ta)+2kw Ac

∣∣∣∣ dT

dx

∣∣∣∣
0,L

]
,

(5.355)

where m is the mass of the wire, c is its specific heat,
h is the convective cooling coefficient, Ap = πLd is the
perimeter area, kw is the sensor’s thermal conductivity,
Ac = πd2/4 is the cross-sectional area of the wire, and
0, L show the locations where the wire is tethered to the
teflon plugs.

A modeling strategy, which has to be complemented
with experimental data, is to characterize the conduc-
tion terms by an arbitrary length, L(Ta), and a constant
multiplier, λ, such that

2kw Ac

∣∣∣∣ dT

dx

∣∣∣∣
0,L

= λkw Ac
(T − Ta)

L
. (5.356)

The designation L(Ta) is made to recognize that the
effective conduction length may be a function of the
ambient temperature. Similarly, kw is a known function
of temperature and this will be incorporated into the
conduction term of response question (5.360).

�
�

� �6�

�6�

��,�*��
;"!����(��,�*��)

�

�

�

�

�

	




���	 � ��	 � ��	 � ��	

Fig. 5.220 Representative velocity calibration data for the
cell of Fig. 5.219

Given the definition of the Nusselt number (Nu), the
convection term can be written as

h Ap(Tw − Ta) =
[

Nukf

d

]
(Tw − Ta) . (5.357)

The nominal temperatures and the calibration and use
of the TTA in air means that the influence of the Prandtl
number on Nu can be neglected. Hence, the standard
relationship for a cylinder heat-transfer problem

Nu = C

(
Vd

ν

)0.5

, (5.358)

can be used in (5.357) with the result

convection term = Ckf

d0.5ν0.5
f

V 0.5 . (5.359)

Hence, (5.355) can be written as

d(Tw − Ta)

(Tw − Ta)
= −

{
A

[
kw(Ta)

kw(Ta−cal)

]
+ Bkf

ν0.5
f

V 0.5

}
dt

(5.360)

or

Tw − Ta

Thot − Ta
= exp

(
− t

τ

)
, (5.361)

where

1

τ
=
{

A

[
kw(Ta)

kw(Ta−cal)

]
+ Bkf

ν0.5
f

V 0.5

}
. (5.362)

5.6.2 Representative Results

The Rw(t) values from a velocity calibration are shown
in Fig. 5.219. The tungsten sensor wire diameter was
0.175 mm for these data. The standard deviation between
the measured values and the exponential fit was 0.69 ms.
Hence, these data provided τ = (293±0.69) ms.

Figure 5.220 shows the balance of the calibration
results for the cell of Fig. 5.219. These data are dis-
played as suggested by (5.362). The standard deviation
of the fitted equation to the separate (τ, V ) data pairs is
0.0118 m/s. This small value attests to the veracity of
(5.362) to represent the effective cooling of the sensor
wire at the calibration temperature.
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5.7 Sonic Anemometry/Thermometry

5.7.1 Definition

Similar to hot-wire anemometry and LDA, ultrasonic
anemometry (or, as it is more commonly in the literature,
sonic anemometry) is a measurement technique that is
used to obtain multiple components of instantaneous
velocity at a point in space.

In addition to the three velocity components, most
modern sonic anemometers also provide virtual tem-
perature (Tv) measurements. The virtual temperature is
the temperature at which dry air has the same density
as moist air at the same pressure [5.818]. Using this
definition, a convenient form of the equation of state
may be written as P = ρRdTv, where P is total pres-
sure of air including moisture (Pa), ρ is the total density
of air (kg/m3) and Rd is the gas constant for dry air
(287 J/(kg K)) [5.819]. The virtual temperature is given
by Tv = T (1+0.61q), where T is the absolute tempera-
ture. Here, q = Mw/(Mw + Md) is the specific humidity,
defined as the ratio of the mass of moist air (Mw) to the
total mass of air (Mw + Md).

Sonic anemometer/thermometers (SATs) are very
robust: they have no moving parts, require infrequent
calibration, and can operate in harsh atmospheric envi-
ronmental conditions. SATs can be left out in the field
for extended periods of time with little maintenance
compared to hot-wire, cup, and propeller anemome-
ters. These qualities combined with the fact that the
length and time scales that are resolved with current
sonic anemometer technology are quite large (com-
pared to fast-response engineering techniques) have
made this technique popular with researchers probing
the atmospheric boundary layer [5.820]. While sonic
anemometers are quite robust, the response of sonic
anemometers could be affected by intense rain, severe
contamination (dirt, dust, etc.), ice formation, and struc-
tural vibrations. All of these effects are areas of current

Table 5.8 Summary of the main operational characteristics of sonic, cup, and propeller anemometers

System Calibration Maintenance Sampling frequency Three components
of wind speed?

Temperature
measurement

Sonic anemometer/
thermometer

Initial Cleaning Up to 100 Hz Yes
(for three-path models)

Yes
(sonic temperature)

Sonics present some weaknesses that are considered in the text

Cup anemometer Periodic Intense Distance constant> 1 m No No

Mobile parts, slow response, influenced by turbulence, influenced by vertical velocity components.

Propeller
anemometer

Periodic Moderate Distance constant> 1 m Estimate for three-
probe configurations

No

Mobile parts, slow response, influenced by turbulence and misalignment

research efforts [5.821]. Table 5.8 provides a compar-
ison of the main characteristics of the following three
traditional atmospheric boundary-layer measuring tech-
niques: sonic, cup, and propeller anemometers.

In recent years, many researchers have used SATs
in conjunction with other instrumentation to calculate
covariances using so-called eddy correlation or eddy
covariance techniques. The SAT allows correlations of
velocity components and the virtual temperature to be
readily computed. For example, useful quantities such as
Reynolds stresses (u′

iu
′
j ) and turbulent heat fluxes (u′

i T
′
v)

are easily calculated from the time series output from the
SAT. Additional physical quantities such as the vertical
turbulent concentration fluxes of CO2 and water vapor
are regularly measured using this technique [5.822] For
example, gas sensors can be collocated with a SAT to
allow quantities such as u′

iχ
′ to be calculated (where χ

represents the concentration of the tracer gas). As a re-
sult of the ability to calculate such useful quantities,
SAT use has spread to a variety of applications includ-
ing air quality [5.823, 824], wind energy [5.825, 826],
urban boundary layer [5.827, 828], forest canopy and
agriculture [5.829], hydrological [5.830], and trace-
gas budget studies (often related to global climate
change [5.831]). Additionally, SATs have been used
as an option for exploration of extraterrestrial atmo-
spheres [5.832,833], and low-pressure gas anemometry.
There is also a flow meter technique based on sonic
anemometry [5.834].

The type of sonic anemometry described in this sec-
tion has been used by engineers and micrometeorologists
since the late 1950s [5.835]. Historically two types of
sonic anemometers have been used, pulse and contin-
uous wave. Pulse anemometers measure time delays
between ultrasonic pulses (defined as having frequen-
cies > 20 kHz) while continuous-wave anemometers
measure phase shifts [5.836–838]. Using this technol-
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Fig. 5.221a–d Various sonic anemometer configurations: (a) 2-D sonic anemometer with vertical mounting base, (b) 3-D
SAT with vertical mounting base, (c) 3-D SAT with horizontal mounting nonorthogonal pulse paths, (d) 3-D SAT with
horizontal mounting and orthogonal pulse paths. Photographs are courtesy of (a) Vaisala, Inc. (b) RM Young Company,
(c) Campbell Scientific, Inc. and (d) Applied Technologies, Inc.

ogy, a SAT measures a line-averaged velocity of the
flow field along the acoustic path. The line averaging
represents the main limitation to the instrument’s fre-
quency response [5.818]. Today most manufacturers use
pulse-based anemometers. Figure 5.221 shows four dif-
ferent sonic anemometers currently in manufacture, with
varying path lengths and probe configurations.

5.7.2 Measurement Principles

Most modern sonic anemometers determine velocity
components along a known path length by measur-
ing the difference in transit times of acoustic pulses
sent simultaneously in opposite directions between two
sensors. Multiple paths oriented at various angles al-
low for the measurement of multiple components of
the velocity vector. A number of excellent sources ex-
ist that describe the fundamental principles of sonic
anemometers [5.818, 836, 839]. For most devices, the
ultrasonic pulse is generated using piezoelectric trans-
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Fig. 5.222 2-D schematic of the ray vectors associated with
an ultrasonic pulse being sent from the transmitter (1) to
the receiver (2) in a steady, uniform velocity field

ducers that act as both the transmitter and receiver. In
some particular cases, when a sonic anemometer is
used in other atmospheres (i. e., gases different than
air or different conditions, leading to different sound
speed) the transducer technology may differ. Piezo-
electric transducers present an acoustic impedance on
the order of 1.2 × 107 kg/m2s, whereas the Earth’s air
presents an acoustic impedance of 400 kg/m2s. Ac-
cording to [5.832], the ratio of these values results
in an acceptable attenuation of an ultrasound signal
when it is transmitted from a piezoelectric sensor in the
Earth’s atmosphere. However, for instance in the Mar-
tian case, the impedance ratio would be unacceptable;
the extremely low acoustic impedance of the Martian at-
mosphere (3 kg/m2s) would lead to extreme attenuation
of the ultrasound signal transmitted from a piezoelectric
sensor. In this case, capacitive transducers with acoustic
impedances of 1000 kg/m2s can be used as an alternative
to piezoelectric transducers.

The description given here is for an ultrasonic pulse-
type anemometer and is adapted from Kaimal [5.836],
Kaimal and Finnigan [5.818] and Cuerva and Sanz-
Andres [5.839]. The basic principles of operation are
best understood by considering a steady, uniform, 2-D
flow field with an along-path velocity component of u
and a velocity component normal to the path of w, as
shown in Fig. 5.222. The time of flight for a pulse sent
from transducer 1 to traverse to transducer 2 will be de-
noted by t12. Similarly a pulse sent from transducer 2 to
1 will have a time of flight t21. The following equation
may be written using the ray vectors shown in Fig. 5.222
for a pulse being transmitted from sensor 1 to 2:

ct12 cosβ+ut12 = L , (5.363)
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where, sinβ =w/c, c is the speed of sound, and L is the
distance between transducers 1 and 2. A similar equation
may be written for a pulse traveling from sensor 2 to 1.
The associated times of flight are then

t12 = L

c cosβ+u
(5.364)

and

t21 = L

c cosβ−u
. (5.365)

The transmitted time difference is then

∆t = t21 − t12 = 2uL

c2cos2β−u2
. (5.366)

Substituting sin2β+cos2β = 1 and u2 +w2 = V 2 gives

∆t = 2uL

c2 − V 2 . (5.367)

For small-Mach-number flow, V � c, the along-path
wind component simplifies to

u = c2

2L
∆t . (5.368)

Equation (5.368) requires the speed of sound to be esti-
mated. Following [5.836], the effect of temperature and
water-vapor content can be accounted for by approxi-
mating the speed of sound as c2 = CTT (1+0.32e/p),
where T is the absolute temperature (K), e is the vapor
pressure of water in air, CT = 403 m2/s2 K and p is the
atmospheric pressure. The virtual temperature is approx-
imated as Tv = T (1+0.32e/p) so that c2 = CTTv. This
can be related to the familiar definition of the speed of
sound given by c2 = γ p/ρ, where γ = Cp/Cv is the ratio
of specific heats at constant pressure and volume, and ρ
is the density of air (kg/m3). Substituting the ideal gas
relationship with the virtual temperature, p = ρRdTv,
yields c2 = γ RdTv.

Most SATs however, use a single path to send pulses
simultaneously from sensor 1 to 2 and from sensor 2
to 1. These instruments use electronics to subtract time
inverses directly, namely

1

t12
− 1

t21
= 2u

L
. (5.369)

This yields the velocity along the path without the need
to calculate the speed of sound separately. The resulting
equation for the velocity is simply

u = L

2

(
1

t12
− 1

t21

)
. (5.370)

It should be noted that, in a real configuration, the pulses
are not sent simultaneously because of physical limita-
tions (it is technically impossible for a sensor to act as
both an emitter and receiver simultaneously). In prac-
tice there is a time delay between shots (zB) that is on
the order of 0.001 s, depending on the manufacturer. The
effect of this time delay between pulses must be taken
into account when a sonic anemometer measures the
turbulence velocity and temperature spectra [5.839].

As shown in Kaimal and Finnigan [5.818] the time-
inverses method also allows the speed of sound to be
calculated directly, hence providing an estimate of the
virtual temperature. Squaring the sum of the inverse
flight times yields

(
1

t12
+ 1

t21

)2

= 4c2

L2
cos2β = 4c2

L2

(
1− w2

c2

)
.

(5.371)

Equation (5.371) can then be solved for the speed of
sound,

c2 = L2

4

(
1

t12
+ 1

t21

)2

+w2 . (5.372)

Using the approximation derived above, c2 = CTTv
yields the following expression for the virtual tempera-
ture

Tv = L2

4CT

(
1

t12
+ 1

t21

)2

+ w2

403
. (5.373)

For a multicomponent anemometer, w in (5.373) can
be calculated using the velocity components from the
other axes of the anemometer. The exact formulation
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Fig. 5.223 Sche-
matic of
a commer-
cial 3-D sonic
anemometer in-
dicating the three
pathlines

Part
B

5
.7



Velocity, Vorticity, and Mach Number 5.7 Sonic Anemometry/Thermometry 439

Table 5.9 Pulse sequence and timing for a METEK USA-1
sonic anemometer. The activated path refers to the paths
shown in Fig. 5.223, while the path sense refers to the
transmitter-to-receiver communication shown in Fig. 5.222

Activated path Path sense Time (ms)

1 1-2 zB 1.14

1 2-1 zB 1.14

2 1-2 zB 1.14

2 2-1 zB 1.14

3 1-2 zB 1.14

3 2-1 zB 1.14

Electronic and computation zE 0.88

for w depends on the geometry of the SAT axes. This
temperature is actually the sonic temperature (the tem-
perature reported by the SAT) but for most applications
represents the virtual temperature quite well [5.840]. As
noted by [5.841], most SATs actually determine sonic
temperature as an average over multiple paths. In that
case, (5.373) represents the sonic temperature obtained
for one path.

For a three-path sonic anemometer (Fig. 5.223),
a full sequence leading to a complete measurement of
the wind-speed vector consists of at least six shots of
ultrasound pulses, two pulses per acoustic path. The
time required to compute the wind-speed vector from
individual path measurements is limited by the time
delay zB between consecutive pulses and the time af-
ter the sixth pulse zE required to reset the electronics.
Table 5.9 shows a typical pulse sequence, which lasts
6zB + zE = 7.72 ms [5.842].

In general, SATs do not provide the direct measure-
ments from the individual pulse sequence. Instead they
carry out averaging processes on them. These processes,
normally called block averaging, are manufacturer de-
pendent. A typical scheme for this process is included
in Table 5.10.

5.7.3 Device Characteristics, Accuracy,
and Limitations

Most SATs attributes vary across manufactures. Typ-
ical sensor measurement paths are approximately
0.10–0.20 m. The velocity range of most sensors is
approximately ±30 m/s with velocity accuracies in
the range of ±0.02–0.05 m/s. Temperature accuracy
tends to vary much more significantly over a range of
±0.1–2.0 ◦C. The sampling frequency range is typically
up to about 100 Hz. Some manufactures also allow for
oversampling of wind components and output of an av-

Table 5.10 Typical pulse firing sequence and block averag-
ing for a gill wind research sonic anemometer. The time
delay between pulses is zB = 0.001 s; the data delivery
speed is 168 samples/s

Path Pulse sense Start time End time

Path 1 1–2 0 zB

2–1 zB 2zB

Path 2 1–2 2zB 3zB

2–1 3zB 4zB

Path 3 1–2 4zB 5zB

2–1 5zB 6zB

Mode Averaged
measurements

Final number of averaged
measurements delivered
(true number of samples per
second)

1 8 21 (168/8)

2 3 56 (168/3)

erage filtered signal at a lower frequency, as discussed
above, via a block averaging process (Table 5.10).

The frequency response of a SAT is limited by the
attenuation in the spatial response imposed by line av-
eraging along a path. Kaimal [5.818] and Kaimal and
Finnigan [5.818] have suggested as a rule of thumb that
the low-pass filtering attenuation distortions are con-
fined to spectral wavelengths λ < 2πL . If the paths of
sensors are separated (e.g., nonintersecting paths, as in
Fig. 5.221d) then, the response of the turbulent fluxes
(e.g., u′

i T
′
v or u′

iu
′
j ) calculated between the sensors is

compromised if λ < 2πs, where s is the separation dis-
tance between the midpoints of the pulse paths. For
a typical SAT with intersecting sensor paths and a sen-
sor separation of L = 0.10 m (e.g., Fig. 5.221c), spectral
attenuation will occur for wavelengths less than about
0.63 m. Using Taylor’s frozen turbulence hypothesis to
express this limit in terms of frequency for L = 0.1 m
and a typical wind speed of u = 10 m/s leads to a limit-
ing frequency of f = u/(2πL) ≈ 15.9 Hz.

These rules of thumb were developed assuming
a homogeneous turbulent velocity field [5.843]. Cuerva
and Sanz-Andres [5.839] have investigated the effect
of this assumption on measurements made on more-
realistic flow fields. In particular, they investigated
line-averaging effects for a nonsteady, nonuniform ve-
locity field through the sensor. They found that the flow
Mach number and the time delay between pulses in-
creases the wavelength at which spectral attenuation
begins. In some cases, the combination of line aver-
aging and geometry effects leads to overestimation of
the spectra instead of spectral attenuation.
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Fig. 5.224 Difference between the measured wind-speed
magnitude |u|M and the actual magnitude |u| as a percent-
age of the actual one (represented as δ) versus the incidence
angle θ. The dotted line represents the uncorrected response
(0–3%) of the anemometer and the solid line the corrected
response after calibration in wind tunnel [5.848]

As a result of the line averaging, care must be taken
when placing the sensors near surfaces. For use in the at-
mospheric surface layer, the minimum distance between
the center of the probe and the ground has been sug-
gested to be zmin = 8πL [5.844]. Wamser et al. [5.845]
however, showed that the maximum attenuation oc-
curs in the vertical velocity variance near the ground
and that the zmin restriction can be relaxed down to
about zmin = 4L , or just less than one meter for most
SATs over flat terrain. Additionally, depending on the
application, the block averaging process can lead to
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Fig. 5.225a–c Schematic of the coordinate rotation technique showing (a) the first rotation θ about the zm axis (yaw),
(b) the second rotation ϕ about the y1 axis (pitch) and (c) the final rotation ψ about the x2 axis (roll). um = (um, vm, wm),
u1 = (u1, 0, w1), ū2 = (u2, 0, 0) are the average velocity vectors referred to in the sonic anemometer coordinate system
(xm, ym, zm), after the first rotation with a reference system (x1, y1, z1), and the second rotation with a reference system
(x2, y2, z2), respectively

non-negligible effects of the determination of turbulence
properties [5.846, 847].

The effect of aerodynamic disturbances associated
with the acoustic path supporting structures on the meas-
urement of averaged characteristics of the wind-speed
vector must be considered. This effect is highly man-
ufacturer dependent [5.849]. Figure 5.224 shows the
corrections in the measurement of the average value
of the total magnitude of the wind speed as a function
of the angle of incidence of the wind-speed vector for
a commercial sonic anemometer unit. These corrections
are easily determined by a calibration process and can be
implemented internally (by the manufacturer) or during
postprocessing by the user.

In general, it can be stated that two phenomena:

1. aerodynamic interference in the acoustic paths due
to supporting structures

2. the line-averaging process

make the sonic anemometer response non-isotropic (i. e.,
directional), both when measuring averaged and turbu-
lent magnitudes. The characteristics of this directional
response depend on the sensor design.

Coordinate Transformation Methods
The alignment of a SAT is of great importance since
misalignment produces a deviation between the as-
sumed probe coordinate system and the actual one.
SATs are often aligned in the field such that the y-
axis points northward, the x-axis eastward, and the
z-axis normal to the surface. Another common hori-
zontal alignment technique is to orient the anemometer
to limit flow distortion as much as possible based on the
expected winds. Alignment is typically accomplished
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using tools such as inclinometers, compasses, global
positioning units, and levels. Unfortunately, some level
of misalignment is unavoidable and causes the vari-
ous components of the velocity field to be incorrectly
redistributed. As noted by [5.850], this can be particu-
larly problematic when calculating velocity covariances
over sloping terrain where the SAT is usually either
aligned with the vertical component normal to the slope
or leveled. Wilczak et al. [5.850] review several cor-
rection/coordinate transformation algorithms that are
useful for sonic anemometers. Following [5.818, 850]
and [5.851] the most widely used coordinate transforma-
tion technique is presented below, followed by Wilczak
et al.’s [5.850] alternative method. These methods trans-
form velocities in the measured coordinate system into
a streamline coordinate system. This operation is very
useful for comparing wind-tunnel data or theory to atmo-
spheric surface layer data. It is also particularly useful
for investigating turbulent surface exchanges such as the
turbulent vertical flux of momentum or a scalar (e.g.,
u′

iχ
′ or u′

iu
′
j ). The coordinate transformations are most

appropriate over horizontally homogeneous, uniformly
sloping terrain (e.g., in the inertial layer above forests,
buildings, fields, etc.).

A transformation of the measured coordinate system
into a streamline coordinate system is a transforma-
tion between two orthogonal coordinates systems and
is shown schematically in Fig. 5.225. This is a rotation
operation that can be represented in matrix form as

⎛
⎜⎝

uf

vf

wf

⎞
⎟⎠= A

⎛
⎜⎝

um

vm

wm

⎞
⎟⎠ , A = T · S · R , (5.374)

where um, vm, and wm are the instantaneous velocity
components in the measured sonic coordinate system,
and uf , vf , and wf are the final instantaneous veloc-
ity components after the transformation. As noted by
Sozzi [5.851], a method to obtain an approximation of
A is to combine one or more rotations in order to align
the coordinate system axes in which the measurements
where made (xm, ym, zm with unit vectors im, jm, and
km) with the tangent, binormal, and principal normal of
the local streamline (xf , yf , zf with unit vectors if , jf ,
and kf ) as shown in Fig. 5.226 using

T =
⎛
⎜⎝

1 0 0

0 cosψ sinψ

0 − sinψ cosψ

⎞
⎟⎠ ,

S =
⎛
⎜⎝

cosϕ 0 sinϕ

0 1 0

− sinϕ 0 cosϕ

⎞
⎟⎠ ,

R =
⎛
⎜⎝

cos θ sin θ 0

− sin θ cos θ 0

0 0 1

⎞
⎟⎠ .

Here, ψ, ϕ, and θ are the roll, pitch, and yaw rotation
angles, respectively, taken as positive counterclockwise
about each axis. The principal normal is defined by
the direction in which the streamline is curving most
rapidly [5.818]. Often in practice the estimation proce-
dure is further simplified with a rougher estimate that
only consists of the first two rotations, or a so-called
double rotation, first about the zm axis and then about
the y1 axis.

The procedure is typically broken up into three rota-
tion operations. If xm, ym, zm is the measuring coordinate
system of the sonic anemometer, the first operation is
a rotation about the vertical (zm) axis that aligns the
new x-coordinate with the mean streamwise wind direc-
tion, i. e., (xm, ym, zm) → (x1, y1, z1) so that the mean
spanwise velocity is zero:⎛

⎜⎝
u1

v1

w1

⎞
⎟⎠= R

⎛
⎜⎝

um

vm

wm

⎞
⎟⎠

or,

u1 = um cos θ+vm sin θ ,

v1 = −um sin θ+vm cos θ ,

w1 =wm , (5.375)
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Fig. 5.226a,b Schematic of (a) a streamline passing through the
sonic anemometer coordinate system and (b) the streamline coor-
dinate system as discussed in the text (after [5.852]). if is tangent
to the streamline, jf is binormal to the streamline, and kf is normal
to the streamline. As noted by Finnigan [5.852], the zf coordinate
lines are tangent to the field of kf vectors, the yf coordinate lines
are tangent to the field of jf vectors, and the streamlines form the xf

coordinates
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where

θ = tan−1
(
vm

um

)
, sin θ = vm√

u2
m +v2

m

and

cos θ = um√
u2

m +v2
m

. (5.376)

In these equations, vm and um are mean velocities
in the measured sonic anemometer coordinate system.
Therefore, the transformation is based on the choice of
the mean velocity. This should be an ensemble average,
however, practically it is usually estimated with time
averages. After the first rotation, v1 = 0 by definition.
Once θ is determined, either the time series can be ro-
tated using (5.375) or the following equations for mean
flow and turbulent stresses can be used

u1 = um cos θ+vm sin θ ,

v1 = −um sin θ+vm cos θ ,

w1 =wm , (5.377)

u′2
1 = u′2

mcos2θ+v′2
msin2θ+2u′

mv
′
m sin θ cos θ ,

v′2
1 = u′2

msin2θ+v′2
mcos2θ−2u′

mv
′
m sin θ cos θ ,

w′2
1 =w′2

m , (5.378)

u′
1v

′
1 = u′

mv′
m(cos2θ− sin2θ)

+ sin θ cos θ
(
v′2

m −u′2
m

)
,

u′
1w

′
1 = u′

mw
′
m cos θ+v′

mw
′
m sin θ ,

v′
1w

′
1 = −u′

mw
′
m sin θ+v′

mw
′
m cos θ . (5.379)

As shown in Fig. 5.225b, the second rotation is about the
y1 axis and forces w2 = 0. The velocities are given by

u2 = u1 cosϕ+w1 sinϕ ,

v2 = v1

w2 = −u1 sinϕ+w1 cosϕ , (5.380)

where

ϕ = tan−1
(
w1

u1

)
,

sinϕ = w1√
u2

1 +w2
1

and

cosϕ = u1√
u2

1 +w2
1

. (5.381)

Equations similar to (5.377–5.379) can then be easily
obtained. This completes the double rotation and aligns

x2 with the mean wind direction. The last rotation or
triple rotation rotates the coordinate system such that the
final z-axis is normal to the mean wind trajectory [5.851]
(Fig. 5.224b). According to [5.850] there are an infinite
number of rotations that satisfy vf =wf = 0. It has been
suggested that the approximation v′

fw
′
f = 0 can be made

over flat land [5.818, 853]. If this is done, the following
equations result:

uf = u2 ,

vf = v2 cosψ+w2 sinψ ,

wf = −v2 sinψ+w2 cosψ , (5.382)

where

ψ = 1

2
tan−1

(
2v′

2w
′
2

v′2
2 −w′2

2

)
. (5.383)

Since the third rotation is based on a strong (and likely
incorrect for complex flow) constraint on the turbulent
stress, it should be used with extreme caution. Finni-
gan [5.852] recommends that the third rotation should
not be applied but that the general procedure should be
used.

Planar Fit Method
As an alternative, Wilczak et al. [5.850] suggest a planar-
fit technique to determine the pitch and roll angles of the
anemometer, which reduces the error associated with
the second and third rotations described above. The
method uses average velocity vectors from an ensem-
ble of averaging periods to define a new best-fit x–y
plane using multiple linear regression. This plane is de-
fined by a pitch and roll angle with respect to the sonic
anemometer coordinate system similar to that described
above. This regression forces the average vertical veloc-
ity to be zero (i. e.,wpf = 0). First, the planar-fit velocity
components are determined through a partial rotation,
namely

⎛
⎜⎝

upf

vpf

wpf

⎞
⎟⎠= T(ψpf) · S(ϕpf) ·

⎛
⎜⎝

um

vm

wm

⎞
⎟⎠= P ·

⎛
⎜⎝

um

vm

wm

⎞
⎟⎠ ,

(5.384)

where P = T(ψpf)S(ϕpf) and the planar-fit pitch (ϕpf)
and roll (ψpf) angles are determined from a least-squares
fitting of the mean velocity vectors to a single plain. The
final rotated velocities (uf �= 0, vf = 0 and wf = 0) are
obtained by rotating the planar-fit velocities through the
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appropriate yaw angle θpf using (5.385) as⎛
⎜⎝

uf

vf

wf

⎞
⎟⎠= R(θpf) ·

⎛
⎜⎝

upf

vpf

wpf

⎞
⎟⎠ , (5.385)

where

θpf = tan−1
(
vpf

upf

)
. (5.386)

Here, upf and vpf represent average values taken for
each averaging period. To determine the planar-fit pitch
(ϕpf) and roll (ψpf) angles [5.850] consider a modified
version of (5.384) for the mean velocities that includes
a mean offset error vector a associated with the error in
the measured velocities associated with the instrument⎛

⎜⎝
upf

vpf

wpf

⎞
⎟⎠=

⎛
⎜⎝

p11 p12 p13

p21 p22 p23

p31 p32 p33

⎞
⎟⎠
⎛
⎜⎝

um −a1

vm −a2

wm −a3

⎞
⎟⎠ . (5.387)

Wilczak et al. [5.850] show that the u and v biases are
usually much smaller than the w bias. Consequently,
their method only contains a mean offset in the vertical
velocity. This is done by setting the last equation in
(5.387) to zero (i. e., wpf = 0) and rearranging to obtain

wm = a3 − p31

p33
um − p32

p33
vm (5.388)

that is,

wm = b0 +b1um +b2vm . (5.389)

The b coefficients are then solved for by minimizing the
function S,

S =
N∑

i=1

(
wm,i −b0 −b1um,i −b2vm,i

)2
, (5.390)

where um,i , vm,i , and wm,i are the components of the
mean velocities measured by the sonic anemometer for
each averaging period. Taking the partial derivative of
(5.390) with respect to b0, b1, and b2 and setting the re-
sulting equations each equal to zero yields the following
system of equations:⎛

⎜⎝
N

∑
i um,i

∑
i vm,i∑

i um,i
∑

i u2
m,i

∑
i um,ivm,i∑

i vm,i
∑

i um,ivm,i
∑

i v
2
m,i

⎞
⎟⎠
⎛
⎜⎝

b0

b1

b2

⎞
⎟⎠

=
⎛
⎜⎝

∑
i wm,i∑

i um,iwm,i∑
i vm,iwm,i

⎞
⎟⎠ .

The bi coefficients can easily be obtained using a stan-
dard matrix-inversion technique. The planar-fit pitch and
roll angles are then calculated using the following equa-
tions that are obtained by combining (5.389) and the
orthogonality condition (i. e., p31 + p32 + p33 = 1) as

p31 = −b1√
b2

1 +b2
2 +1

= − cosψpf sinϕpf ,

p32 = −b2√
b2

1 +b2
2 +1

= − sinψpf ,

p33 = 1√
b2

1 +b2
2 +1

= cosψpf cosϕpf ,

sinψpf = −p32 ,

sinϕpf = b1√
b2

1 +1
,

cosψpf =
√

b2
1 +1

b2
1 +b2

2 +1
,

cosϕpf = 1√
b2

1 +1
.

The planar-fit pitch and roll angles can now be substi-
tuted into (5.384) to solve for upf, vpf, and wpf. The
last step is to solve for the final rotated velocities using
(5.385).

Other Sensor Issues
While, it has been observed that thermal expansion of
SATs has a negligible effect on accuracy [5.836], the
sensors and supports of SATs create wakes that in-
terfere with the flow field being measured and result
in a velocity deficit error. Aerodynamic distortion on
the acoustic path is not only due to wake effects but
also due to blockage effects, leading to acceleration
in certain parts of the acoustic path regions [5.849].
Horizontally mounted SATs (Fig. 5.221c,d) are usually
pointed into the mean wind and have a restricted range
of permissible wind angles to avoid the wakes of the
sensor and mounting equipment. Vertically mounted
SATs (Fig. 5.221a,b) are often axisymmetric but have
supports that induce wake effects. Also, any mean ver-
tical winds will cause significant flow distortion due to
the base. Many manufacturers include corrections that
are meant for specific anemometer orientations to ac-
count for wake-shadowing effects of the sensor supports.
These usually assume that the mean flow is horizontal
and are not valid for flow with significant mean verti-
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Fig. 5.227 Normalized velocity attenuation uM
P /uP (where

uP is the projection of the wind vector u onto the pulse path)
from transducer shadowing in a sonic anemometer (with or-
thogonal probe axes) shown as a function of wind direction
(θ) for various values of L/a (10–50) (after [5.818, 854]).
Here, a is the diameter of the transducer, L is the separation
distance between transducers

cal velocity components. Shadowing effects have also
been investigated in the literature [5.849,854–859]. Fig-
ure 5.227 is an example of the corrections that can be

�

�

Fig. 5.228 Schematic of the results from a two-dimensional
calibration. The graphical relation fcal : � 2 → �

2 is
presented. The grey dots represent the wind-tunnel meas-
urements (real values of u and v), whereas the brown dots
represent the values measured by the sonic anemometer
(measured values of u and v)

applied to particular SATs. With more sensors being
used in environments with a nonhorizontal mean flow
(e.g., urban flow and complex terrain), this topic has
become an important issue. In particular it has been
shown that introducing an angle of attack to the sonic
anemometer can cause large errors in mean velocities
and turbulent fluxes [5.860]. Additional calibration data
over a full range of wind angles is necessary to alleviate
this problem. It should be remarked that, in extremely
poor designs, certain sonic anemometer geometries may
lead to undefined measured wind speed values (i. e., one
measurement corresponding to multiple wind values) as
described in [5.861].

Temperature measurements from the SAT are sen-
sitive to moisture content [5.841] and cross-stream
velocity and should be corrected [5.862]. Schotanus
et al. [5.863] and Liu et al. [5.841] have proposed
corrections. Some manufacturers include correction al-
gorithms that can be run online or implemented in
postprocessing. Liu et al. [5.841] have provided cor-
rection information for several specific types of sonic
anemometers including the Campbell Scientific CSAT3,
the Metek USA-1 and the Gill Instrument Solent R2, R3,
R31, and HS.

5.7.4 Data-Acquisition Requirements

Most SATs have data-acquisition electronics built into
the instrument on a mounting arm or in an included
electronics box. Communication with the electronics
typically takes place through a modem-type commu-
nication protocol using a PC terminal (e.g., via an
RS-232 serial port) or a data logger. Some manufacturers
use proprietary digital communication protocols (e.g.,
SDI (synchronous digital interface) for Vaisala, Inc.
and SDM (synchronous devices for measurement) for
Campbell Scientific, Inc.) that give the best instrument
performance. These digital communication techniques
allow for external instrument triggering. In addition,
most manufacturers’ electronics can be programmed to
output analog signals.

5.7.5 Use and Calibration Procedures

One of the biggest advantages of SATs is that they typ-
ically only require an initial calibration. Usually, SATs
only need to be recalibrated if the sensors have been
disturbed (for example, causing the pulse path distance
L to be changed). Some models require regular zero-
ing in a still/anechoic chamber [5.821, 864]. In general,
prior to instrument deployment, checking the zero of
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Fig. 5.229 Schematic of the correction process of a sonic
measurement. The grey dots represent the real values of the
wind speed determined during calibration in wind tunnel,
the brown dots represent the values of u and v measured by
the sonic anemometer during calibration, the grey triangle
represents the values of u and v measured in the field, and
the white triangle represents the values of the interpolated
(corrected after calibration) u and v

the instrument in a still chamber is a good practice. If
the path distance has changed, SATs are usually cali-
brated using a reference standard (e.g., Pitot-static or
hot-wire probe) in a wind tunnel. Calibration method
specifications are proposed in the literature [5.821,864].
However, a need for a uniform systematic calibra-
tion method still exists. The calibration of a sonic
anemometer involves the determination of the function
fcal : � 3 → �

3 for a number of different values of wind
speed magnitude |u|, wind direction (or horizontal inci-
dence angle) θ, and vertical angle of incidence α, which
may give rise to a large number of calibration points.
For example, a typical full calibration may consist of
Nu × Nθ × Nα = 10 × 40 × 10 = 4000 calibration points.
From these experimental relations between the real and
measured wind speed vectors (u, v,w) [or equivalent
vector magnitudes (|u|, θ, α)] a proper fit to the func-
tion fcal : � 3 → �

3 that can be applied to correct future
measurements must be determined.

The authors have explored linear interpolation
methods to reduce the information contained in the cal-
ibration test. The philosophy behind this method can be
more easily illustrated if a two-dimensional calibration
is considered. If only the variation of two components
of the wind speed are evaluated (i. e., the two horizontal
components u and v), the relation between the meas-

ured and real values can be represented graphically as in
Figs. 5.228 and 5.229, where the white dots represent the
calibration values for the vector (u, v) and the grey dots
the corresponding measured values (uM, vM). (A sim-
ilar scheme with a different data process is presented
in [5.857].)

An enlargement of the schematic shown in Fig. 5.228
is represented in Fig. 5.229. The white triangle repre-
sents the interpolated (corrected after calibration) value
of the measured vector (uM, vM). This calibrated value
is obtained in this case by a linear calibration function
f l
cal : � 2 → �

2 so that the corrected vector is obtained as

(uk,m)M
C = (

uM
k,m, v

M
k,m

)
C

= f l
cal(uk′,m′ ; ui, j ,ui ′, j ′ ,ui+1, j ,ui ′+1, j

. . .ui ′+1, j ′+1) . (5.391)

To avoid cross contamination of the velocity compo-
nents, extreme care needs to be taken during mounting
and leveling SATs. Over level terrain, bubble indicators
are useful for leveling. However, over sloping terrain
users must determine if the sensor is to be placed parallel
to the slope or oriented with respect to the gravitational
vector. In addition, sensors should be placed to maxi-
mize the useful range of measurements by minimizing
tower and sensor distortion by orienting the sensor into
the predominant wind direction. Quality control routines
are used in postprocessing to remove or mark data with
winds that have been disturbed by the tower.

Finally, wet sensors, rain, snow, icing, and debris
on sensors degrade the ultrasonic signal. Most manu-
factures have heated sensors that are intended for cold
weather use to prevent icing.

5.7.6 Manufacturers and Costs

A number of manufacturers exist around the world in-
cluding: Vaisala, Inc., RM Young Company, Applied
Technologies, Inc., Campbell Scientific, Inc., Metek
GmbH, and Gill Instruments Ltd. Anemometer cost
varies significantly. 2-D SATs are less expensive than
3-D devices, typically costing $ 1000–3000. The price
range of 3-D SATs is approximately $ 2000–8000. The
prices generally vary with accuracy and additional sen-
sor options and do not include data loggers or laptop
computers for data storage.

5.7.7 Device Comparison

SATs provide a number of advantages for making point
measurements in flows with length scales of interest
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that are greater than O(1 m) for frequencies less than
O(10 Hz). Over this range, they provide much bet-
ter response than traditional meteorological instruments
such as cup-and-vane or propeller anemometers [5.820,
844, 865] (Table 5.8). SATs are much easier to oper-

ate and much more robust than traditional engineering
laboratory equipment such as LDA, PIV, or hot-wire
anemometry. However, for investigating high-frequency
turbulence at the smallest length scales, traditional en-
gineering laboratory equipment must be employed.
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5.625 J. Rǐcka: Photobleaching velocimetry, Exp. Fluids 5,
381–384 (1987)

5.626 K.F. Schrum, J.M. Lancaster, S.E. Johnston,
S.D. Gilman: Monitoring electroosmotic flow by
periodic photobleaching of a dilute, neutral fluo-
rophore, Anal. Chem. 72, 4317–4321 (2000)

5.627 B.P. Mosier, J.I. Molho, J.G. Santiago: Photobleached-
fluorescence imaging of microflows, Exp. Fluids 33,
545–554 (2002)

5.628 G.R. Wang: Laser induced fluorescence photo-
bleaching anemometer for microfluidic devices, Lab.
Chip. 5, 450–456 (2005)

5.629 B. Hiller, R.A. Booman, C. Hassa, R.K. Hanson: Ve-
locity visualization in gas flows using laser-induced
phosphorescence of biacetyl, Rev. Sci. Instrum. 55,
1964–1967 (1984)

5.630 H.S. Lowry: Velocity measurements using the laser-
induced phosphorescence of biacetyl, AIAA Paper,
Vol. 87-1529 (1987)

5.631 J.B. Liu, Q. Pan, C.S. Liu, J.R. Shi: Principles of flow
field diagnostics by laser induced biacetyl phospho-
rescence, Exp. Fluids 6, 505–513 (1988)

5.632 H.S. Hilbert, R.E. Falco: Measurements of flows dur-
ing scavenging in a two-stroke engine, SAE Tech.
Paper 910671 (1991)

5.633 B. Stier, M.M. Koochesfahani: Molecular tagging ve-
locimetry in gas phase and its application to jet
flows, ASME Paper, Vol. FEDSM97-3687 (1997)

5.634 B. Stier, M.M. Koochesfahani: Whole field MTV meas-
urements in a steady flow rig model on an IC engine,
SAE Tech. Paper 980481 (1998)

5.635 B. Stier, M.M. Koochesfahani: Molecular tagging ve-
locimetry (MTV) measurements in gas phase flows,
Exp. Fluids 26(4), 297–304 (1999)

5.636 H.G. Hascher, M. Novak, K. Lee, H. Schock,
H. Rezaei, M.M. Koochesfahani: An evaluation of
IC-engine flow with the use of modern in-cylinder
measuring techniques, AIAA Paper, Vol. 98-3455
(1998)

5.637 E.M. Thurlow, J.C. Klewicki: Experimental study of
turbulent Poiseuille–Couette flow, Phys. Fluids 12(4),
865–875 (2000)

5.638 A.-C.-H. Goh: Active flow control for maximizing
performance of spark-ignited stratified charge en-
gines. M.S. Thesis (Michigan State University, East
Lansing 2001)

5.639 M.M. Koochesfahani, A.C. Goh, H.J. Schock: Mo-
lecular Tagging Velocimetry (MTV) and its au-
tomotive applications. In: The Aerodynamics of
Heavy Vehicles: Trucks, Busses, and Trains, Lecture
Notes in Applied and Computational Mechan-
ics, Vol. 19, ed. by R. McCallen, F. Browand,
J. Ross (Springer, Heidelberg, Berlin 2004) pp. 143–
155

Part
B

5



Velocity, Vorticity, and Mach Number References 465

5.640 W.R. Lempert, N. Jiang, S. Sethuram, M. Samimy:
Molecular tagging velocimetry measurements in su-
personic microjets, AIAA J. 40, 1065–1070 (2002)

5.641 W.R. Lempert, M. Boehm, N. Jiang, S. Gimelshein,
D. Levin: Comparison of molecular tagging ve-
locimetry data and direct simulation Monte Carlo
simulations in supersonic micro jet flows, Exp. Fluids
34, 403–411 (2003)

5.642 Z. Pikramenou, J.-A. Yu, R.B. Lessard, A. Ponce,
P.A. Wong, D.G. Nocera: Luminescence from
supramolecules triggered by the molecular recog-
nition of substrates, Coord. Chem. Rev. 132, 181–194
(1994)

5.643 M.A. Mortellaro, D.G. Nocera: A turn-on for optical
sensing, Chem. Tech. 26, 17–23 (1996)

5.644 M.A. Mortellaro, D.G. Nocera: A supramolecular
chemosensor for aromatic hydrocarbons, J. Am.
Chem. Soc. 118, 7414–7415 (1996)

5.645 D.G. Nocera: Not just another pretty shape, New Sci.
149, 24–27 (1996)

5.646 C.M. Rudzinski, D.G. Nocera: Buckets of light, Opt.
Sensors Switches 7, 1–90 (2001)

5.647 V. Balzani, F. Bolletta, F. Scandola: Vertical and
“nonvertical” energy transfer processes - a general
classical treatment, J. Am. Chem. Soc. 102, 2152–2163
(1980)

5.648 J.F. Endicott: Manipulation of superexchange cou-
plings, Acc. Chem. Res. 21, 59–66 (1988)

5.649 W. Horrocks, M. Albin: Lanthanide ion luminescence
in coordination chemistry and biochemistry, Prog.
Inorg. Chem. 30, 1–104 (1983)

5.650 J.-C.G. Bünzli: Luminescent probes. In: Lanthanide
Probes in Life, Chemical and Earth Sciences, ed. by
J.-G.C. Bünzli, G.R. Choppin (Elsevier, Amsterdam
1988) pp. 219–293

5.651 J.-A. Yu, R.B. Lessard, D.G. Nocera: Direct obser-
vation of intramolecular energy transfer from a Î²
-diketonate to terbium(III) ion encapsulated in a
cryptand, Chem. Phys. Lett. 187, 263–268 (1991)

5.652 V. Balzani, F. Scandola: Supramolecular Photochem-
istry (Ellis-Horwood, Chichester 1991)

5.653 G. Wenz: Cyclodextrins as building blocks for
supramolecular structures and functional units,
Angew. Chem. Int. Edit. 33, 803–822 (1994)

5.654 A. Ponce, P.A. Wong, J.J. Way, D.G. Nocera: Intense
phosphorescence triggered by alcohols upon for-
mation of a cyclodextrin ternary complex, J. Phys.
Chem. 97, 11137–11142 (1993)

5.655 W.K. Hartmann, M.H.B. Gray, A. Ponce, D.G. Nocera:
Substrate induced phosphorescence from cyclodex-
trin lumophore host-guest complexes, Inorg. Chim.
Acta 243, 239–248 (1996)

5.656 H. Hu, C. Lum, M.M. Koochesfahani: Molecular
tagging thermometry with adjustable temperature
sensitivity, Exp. Fluids 40, 753–763 (2006)

5.657 H. Hu, M.M. Koochesfahani: Molecular tagging
velocimetry and thermometry technique and its ap-

plication to the wake of a heated cylinder, Meas. Sci.
Technol. 17, 1269–1281 (2006)

5.658 S.-R. Harris: Quantitative measurements in a lid
driven, cylindrical cavity using the PHANTOMM flow
tagging technique. Ph.D. Thesis (Princeton Univer-
sity, Princeton 1999)

5.659 M.M. Koochesfahani, D. Bohl: Molecular tagging
visualization and velocimetry of the flow at the
trailing edge of an oscillating airfoil, Proc. 10th Int.
Symp. Flow Visualization Kyoto (2002) , , paper F0453

5.660 R.B. Hill, J.C. Klewicki: Data reduction methods for
flow tagging velocity measurements, Exp. Fluids
20(3), 142–152 (1996)

5.661 J.C. Klewicki, R.B. Hill: Laminar boundary layer re-
sponse to rotation of a finite diameter surface patch,
Phys. Fluids 15(1), 101–111 (2003)

5.662 R. Sadr, J.C. Klewicki: Flow field characteristics in the
near field region of particle-laden coaxial jets, Exp.
Fluids 39, 885–894 (2005)

5.663 K. Wirtz, M.M. Koochesfahani, J.J. McGrath, A. Be-
nard: Molecular tagging velocimetry applied to
buoyancy-driven convective phenomena during so-
lidification, ASME Paper, Vol. HTD-361-4 (1998) 103

5.664 C. Lum, M.M. Koochesfahani, J.J. McGrath: Meas-
urements of the velocity field with MTV during the
solidification of an alloy analog with mushy region,
ASME/IMECE2001 Paper, Vol. HTD-24222 (2001)

5.665 C. Lum: Velocity field measurement for a uni-
directional solidification of an ammonium chloride
(NH4 Cl) solution using molecular tagging velocime-
try (MTV). M.S. Thesis (Michigan State University, East
Lansing 2001)

5.666 D.-G. Bohl: Experimental Study of the 2-D and 3-D
Structure of a Concentrated Line Vortex Array. Ph.D.
Thesis (Michigan State University, East Lansing 2002)

5.667 D.G. Bohl, M.M. Koochesfahani: MTV measurements
of axial flow in a concentrated vortex core, Phys.
Fluids 16(11), 4185–4191 (2004)

5.668 D. Maynes, A.R. Webb: Velocity profile charac-
terization in sub-millimeter diameter tubes using
molecular tagging velocimetry, Exp. Fluids 32, 3–15
(2002)

5.669 C. Lum: An experimental study of pressure- and
electroosmotically-driven flows in microchannels
with surface modifications. Ph.D. Thesis (Michigan
State University, East Lansing 2005)

5.670 R.-K. Cohn: Effect of forcing on the vorticity field
in a confined wake. Ph.D. Thesis (Michigan State
University, East Lansing 1999)

5.671 C.P. Gendrich, M.M. Koochesfahani, D.G. Nocera:
Molecular tagging velocimetry and other novel ap-
plications of a new phosphorescent supramolecule,
Exp. Fluids 23(5), 361–372 (1997)

5.672 C.-P. Gendrich: Dynamic stall of rapidly pitching
airfoils: MTV experiments and Navier–Stokes simu-
lations. Ph.D. Thesis (Michigan State University, East
Lansing 1998)

Part
B

5



466 Part B Measurement of Primary Quantities

5.673 R.K. Cohn, M.M. Koochesfahani: Vorticity field evo-
lution in a forced wake, Proc. 1st Int. Symp.
Turbulence and Shear Flow Phenomena Santa Bar-
bara, ed. by S. Banerjee, J.K. Eaton (1999) 901–906

5.674 M. Koochesfahani, R. Cohn, C. MacKinnon: Simul-
taneous whole-field measurements of velocity and
concentration fields using combined MTV and LIF,
Meas. Sci. Technol. 11(9), 1289–1300 (2000)

5.675 R. Sadr, J.C. Klewicki: An experimental investigation
of the near-field flow development in coaxial jets,
Phys. Fluids 15(5), 1233–1246 (2003)

5.676 R. Sadr, J.C. Klewicki: A spline-based technique for
estimating flow velocities using two-camera multi-
line MTV, Exp. Fluids 35, 257–261 (2003)

5.677 C.P. Gendrich, M.M. Koochesfahani: A spatial corre-
lation technique for estimating velocity fields using
Molecular Tagging Velocimetry (MTV), Exp. Fluids
22(1), 67–77 (1996)

5.678 Q. Zheng, J.C. Klewicki: A fast data reduction al-
gorithm for molecular tagging velocimetry: the
decoupled spatial correlation technique, Meas. Sci.
Technol. 11(9), 1282–1288 (2000)

5.679 P.T. Tokumaru, P.E. Dimotakis: Image correlation
velocimetry, Exp. Fluids 19, 1–15 (1995)

5.680 R.K. Cohn, M.M. Koochesfahani: The accuracy of
remapping irregularly spaced velocity data onto a
regular grid and the computation of vorticity, Exp.
Fluids 29, S61–S69 (2000)

5.681 J.E. Guilkey, K.R. Gee, P.A. McMurtry, J.C. Klewicki:
Use of caged fluorescent dyes for the study of tur-
bulent passive scalar mixing, Exp. Fluids 21, 237–242
(1996)

5.682 L. Hansen, J.E. Guilkey, P.A. McMurtry, J.C. Klewicki:
The use of photoactivatable fluorophores in the
study of turbulent pipe mixing: effects of inlet ge-
ometry, Meas. Sci. Technol. 11(9), 1235–1250 (2000)

5.683 S.L. Thomson, D. Maynes: Spatially resolved temper-
ature measurements in a liquid using laser induced
phosphorescence, J. Fluid Eng. 123, 293–302 (2001)

5.684 H. Hu, M.M. Koochesfahani: A novel technique
for quantitative temperature mapping in liquid by
measuring the lifetime of laser induced phospho-
rescence, J. Visual. Jpn. 6(2), 143–153 (2003)

5.685 M.J. Lighthill: Chap. II. In: Laminar Boundary Layer,
ed. by L. Rosenhead (Oxford University, Oxford 1963)

5.686 J.M. Wallace: The measurement of vorticity in turbu-
lent flows, 9th Biannual Symposium on Turbulence
(1984)

5.687 P. Vukoslavcevic, J.M. Wallace, J. Balint: The velocity
and vorticity vector fields of a turbulent boundary
layer, Part I. Simultaneous measurement by hot-
wire anemometry, J. Fluid Mech. 228, 25–51 (1991)

5.688 A. Honkan, J. Andreopoulos: Experimental investi-
gation of time-resolved vorticity in two dimensional
turbulent boundary layer flows, AIAA Paper, Vol. 93-
2910 (1993)

5.689 A. Honkan, Y. Andreopoulos: Vorticity, strain rate
and dissipation characteristics in the near wall re-

gion of turbulent boundary layers, J. Fluid Mech.
350, 29–26 (1997)

5.690 A. Honkan: An experimental study of the vortical
structure of turbulent flows. Ph.D. Thesis (City Uni-
versity of New York, New York 1994)

5.691 Y. Andreopoulos, A. Honkan: Experimental tech-
niques for highly resolved measurements of
rotation, strain and dissipation-rate tensors in tur-
bulent flows, Meas. Sci. Technol. 7, 1462–1476 (1996)

5.692 J.C. Klewicki, R.E. Falco: On accurately measuring
statistics associated with small- scale structure in
turbulent boundary layers using hot wire probes, J.
Fluid Mech. 219, 119–142 (1990)

5.693 A. Tsinober, E. Kit, T. Dracos: Experimental investi-
gation of the field of velocity gradients in turbulent
flows, J. Fluid Mech. 242, 169–192 (1992)

5.694 G. Briassulis, J. Agui, Y. Andreopoulos: The struc-
ture of weakly compressible grid turbulence, J. Fluid
Mech. 432, 219–283 (2001)

5.695 Y. Andreopoulos, J.H. Agui, G. Briassulis: Shock
wave-turbulence interactions, Ann. Rev. Fluid
Mech. 32, 309–345 (2000)

5.696 J.H. Agui, G. Briassulis, Y. Andreopoulos: Studies of
interactions of a propagating shock wave with de-
caying grid turbulence: velocity and vorticity field,
J. Fluid Mech. 524, 143–195 (2005)

5.697 A.E. Perry, M.S. Chong: A description of eddying mo-
tions and flow patterns using critical point concepts,
Ann. Rev. Fluid Mech. 19, 125–155 (1987)

5.698 J. Andreopoulos, J.H. Agui: Wall-vorticity flux dy-
namics in a two-dimensional turbulent boundary
layer, J. Fluid Mech. 309, 45–84 (1996)

5.699 J.F. Foss: Accuracy and uncertainty in transverse vor-
ticity measurements, Bull. Am. Phys. Soc. 21, 1237
(1976), (abstract)

5.700 J.F. Foss: Advanced techniques for transverse vortic-
ity measurements, Proc. Biennial Symp. Turbulence
(1981) 208–218

5.701 M.B. Frish, W.W. Webb: Direct measurements by
Optical Probe, J. Fluid Mech. 107, 173–185 (1981)

5.702 J.C. Wyngaard: Spatial resolution of the vorticity me-
ter and other hot-wire arrays, J. Phys. E Sci. Instrum.
2, 983–987 (1969)

5.703 E.B. Arik: Current status of particle image velocime-
try and laser Doppler anemometry instrumentation.
In: Flow at Ultra High Reynolds and Rayleigh
Numbers: A Status Report, ed. by R.J. Donnelly,
K.R. Sreenivasan (Springer, Berlin, New York 1998)
pp. 138–158

5.704 L. Lourenco, A. Krothapalli: The role of photographic
parameters in Laser-Speckle of particle image dis-
placement velocimetry, Exp. Fluids 5, 23–31 (1987)

5.705 C.D. Meinhart, R.J. Adrian: Measurements of the
zero-pressure-gradient turbulent boundary layer
using particle image velocimetry, AIAA Paper,
Vol. 95-0789 (1995)

5.706 H. Breyer, H. Kriegs, U. Schmidt, W. Staude: The
measurement of velocity gradients in fluid flow by

Part
B

5



Velocity, Vorticity, and Mach Number References 467

laser light scattering, Part 1: Mean gradients, Exp.
Fluids 15, 200–208 (1993)

5.707 H. Kriegs, R. Schulz, W. Staude: The measurement of
velocity gradients in fluid flow by laser light scatter-
ing, Part 2: Statistical properties of gradients, Exp.
Fluids 15, 240–246 (1993)

5.708 H. Kriegs, W. Staude: A laser-pulse technique for the
measurement of time-resolved velocity gradients in
fluid flow, Meas. Sci. Technol. 6, 653 (1995)

5.709 J. Zhang, B. Tao, J. Katz: Turbulent flow measure-
ment in a square duct with hybrid holographic PIV,
Exp. Fluids 23, 373–381 (1997)

5.710 C.J. Kähler: Investigation of the spatio-temporal
flow structure in the buffer region of a turbulent
boundary layer by means of multiplane stereo PIV,
Exp. Fluids 36, 114–130 (2004)

5.711 B. Ganapathisubramani, E.K. Longmire, I. Maru-
sic, S. Pothos: Dual-plane PIV technique to resolve
complete velocity gradient tensor in a turbulent
boundary layer, Exp. Fluids 32(2), 222–231 (2004)

5.712 H. Hu, T. Saga, T. Kobayashi, N. Taniguchi, M. Yasuki:
Dual-plane stereoscopic particle image velocime-
try: System setup and its application on a lobed jet
mixing flow, Exp. Fluids 31, 277–293 (2001)

5.713 J.A. Mullin, W.J.A. Dahm: Dual-plane stereo particle
image velocimetry (DSPIV) for measuring velocity
gradient fields at intermediate and small scales of
turbulent flows, Exp. Fluids 38, 185–196 (2005)

5.714 D.B. Lang, P.E. Dimotakis: Vorticity measurements
in a two-dimensional shear-layer, Bull. Am. Phys.
Soc. 29(9), 1556 (1984)

5.715 D.-B. Lang: Laser Doppler velocity and vorticity
measurements in turbulent shear layers. Ph.D. The-
sis (Caltech, Pasadena 1985)

5.716 G.P. Romano, R.A. Antonia, T. Zhou: Evaluation of
LDA temporal and spatial velocity structure functions
in a low Reynolds number turbulent channel flow,
Exp. Fluids 27, 368–377 (1999)

5.717 J.H. Agui, J. Andreopoulos: Development of a New
LASER Vorticity Probe-LAVOR. Fluids Engineering Di-
vision of ASME, Int. Symp. Laser Anemometry,
Vol. FED191, ed. by T.T. Huang, M.V. Ötügen (1994)
11–19

5.718 J.H. Agui, Y. Andreopoulos: A new laser vorticity
probe – LAVOR: its development and validation in
a turbulent boundary layer, Exp. Fluids 34, 192–205
(2003)

5.719 R.A. Fraser, P.G. Felton, F.V. Bracco, D.A. Santavica:
Preliminary turbulence length scale measurements
in a motored IC engine, SAE Tech. Paper 860021
(1986)

5.720 R.J.R. Johns, G.F. Pitcher, E. Winkelhofer: Measure-
ment of spatial correlations in a turbulent flow with
a two-dimensional backscatter LDA system, 3rd Int.
Symp. Applications of Laser Anemometry to Fluid
Mechanics Lisbon (1986)

5.721 N. Nakatani, M.E. Tokita, M.E. Mocgowa, T. Yamada:
Simultaneous measurement of flow velocity varia-

tions at several points with multi-point LDV, Int.
Conf. Laser Anemometry Manchester (1986)

5.722 A.A. Kolmogorov: The Local Structure of Turbu-
lence in Incompressible Viscous Fluid for Very Large
Reynolds Numbers, CR Akad. Sci. SSSR 30, 301–306
(1941)

5.723 F. Durst, A. Melling, J.H. Whitelaw: Principles and
Practice of Laser-Doppler Anemometry (Academic,
New York 1981)

5.724 S.G. Hanson: Application of the laser gradient
anemometer (LGA) for fluid flow measurements, 2nd
Symp. Applications of Laser Anemometry to Fluid
Mechanics Lisbon (1984)

5.725 M.V. Ötügen, W.-J. Su, G. Papadopoulos: A New
Laser-Based Method for Strain Rate and Vorticity
Measurements, Meas. Sci. Technol. 9, 267–274 (1998)

5.726 S. Yao, P. Tong, B. Ackerson: Proposal and testing of
a fiber optic based measurements of flow vorticity,
Appl. Opt. 40(24), 4022–4027 (2001)

5.727 V.P. Stepaniuk, C. Tarau, M.V. Ötügen, W.-J. Su:
Evaluation of a laser velocity gradient probe and
measurements in a boundary layer, Exp. Fluids 36,
510–513 (2004)

5.728 V.P. Stepaniuk, W.-J. Su, C. Tarau, M.V. Ötügen:
Measurements in turbulent shear layers using a laser
vorticity probe, AIAA Paper, Vol. 2004-1223 (2004)

5.729 L. Blank: Statistical Procedures for Engineering,
Management and Science (McGraw-Hill, New York
1980)

5.730 Y. Andreopoulos, A. Honkan: An experimental study
of the dissipative and vortical motion in turbulent
boundary layers, J. Fluid Mech. 439, 131–163 (2001)

5.731 J. Balint, J.M. Wallace, P. Vukoslavcevic: The velocity
and vorticity vector fields of a turbulent boundary
layer, Part 2 Statistical Properties, J. Fluid Mech. 228,
53–86 (1991)

5.732 D. Ewing, W.-K. George: Private communication
(1993)

5.733 D.B. Spalding: A single formula for the law of the
wall, J. Appl. Mech. 28, 455–458 (1961)

5.734 L.P. Purtell, P.S. Klebanoff, F.T. Buckley: Turbulent
boundary layer at low Reynolds number, Phys. Flu-
ids 24(5), 802–811 (1981)

5.735 J. Andreopoulos, F. Durst, Z. Zaric’, J. Jovanovic: In-
fluence of Reynolds number on Characteristics of
Turbulent Wall Boundary Layers, Exp. Fluids 2, 7–16
(1984)

5.736 P. Bradshaw, G.P. Huang: The law of the wall in
turbulent flow, Proc. R. Soc. London A, Vol. 451 (1995)
165–188

5.737 N.N. Mansour, J. Kim, P. Moin: Reynolds-stress and
dissipation-rate budgets in a turbulent channel
flow, J. Fluid Mech. 194, 15–44 (1988)

5.738 W.-J. Su, M.-V. Ötügen: Private communication
(2004)

5.739 S. Rajagopalan, R.H. Antonia: RMS spanwise vorticity
measurements in a turbulent boundary layer, Exp.
Fluids 14, 142–144 (1993)

Part
B

5



468 Part B Measurement of Primary Quantities

5.740 J.-C. Klewicki: On the interactions between the in-
ner and outer region motions in turbulent boundary
layers. Ph.D. Thesis (Michigan State University, East
Lansing 1989)

5.741 M.M. Metzger, J.C. Klewicki: A comparative study
of near-wall turbulence in high and low Reynolds
number boundary layers, Phys. Fluids 13(3), 692–701
(2001)

5.742 P.R. Spalart: Direct simulation of a turbulent bound-
ary layer up to Rθ = 1410, J. Fluid Mech. 187, 61–98
(1988)

5.743 J. Kim, P. Moin, R. Moser: Turbulence statistics in
fully developed channel flow at low Reynolds num-
ber, J. Fluid Mech. 177, 133–166 (1987)

5.744 J.-H. Agui, Y. Andreopoulos: Reynolds number ef-
fects on vorticity statistics (2005) (in preparation)

5.745 W.J.A. Dahm, K.B. Southerland, K.A. Buch: Direct,
high resolution, four-dimensional measurements of
the fine scale structure of Sc >> 1 molecular mixing
in turbulent flows, Phys. Fluids 3, 1115–1127 (1991)

5.746 W.J.A. Dahm, L.K. Su, K.B. Southerland: A
scalar imaging velocimetry technique for four-
dimensional velocity field measurements in turbu-
lent flows, Phys. Fluids 4, 2191–2206 (1992)

5.747 L.K. Su, W.J.A. Dahm: Scalar imaging velocimetry
measurements of the velocity gradient tensor field
at the dissipative scales of turbulent flows, Part
I: Assessment of errors, Phys. Fluids 8, 1869–1882
(1996)

5.748 L.K. Su, W.J.A. Dahm: Scalar imaging velocimetry
measurements of the velocity gradient tensor field
at the dissipative scales of turbulent flows, Part
II: Experimental results, Phys. Fluids 8, 1883–1906
(1996)

5.749 C.J. Kähler, J. Kompenhans: Multiple plane stereo
PIV: Technical realization and fluid-mechanical sig-
nificance, Proc. 3rd Int. Workshop on PIV Santa
Barbara (1999)

5.750 C.J. Kähler, M. Stanislas, J. Kompenhans: Spatio-
temporal flow structure investigation of near-wall
turbulence by means of multiplane stereo particle
image velocimetry, Proc. 11th Int. Symp. Appl. Laser
Tech. Fluid Mech. Lisbon (2002)

5.751 C.J. Kähler: Investigation of the spatio-temporal
flow structure in the buffer region of a turbulent
boundary layer by means of multiplane stereo PIV,
Exp. Fluids 36, 114–130 (2004)

5.752 H. Hu, T. Saga, T. Kobayashi, N. Taniguchi, M. Yasuki:
Dual-plane stereoscopic particle image velocime-
try: System setup and its application on a lobed jet
mixing flow, Exp. Fluids 31, 277–293 (2001)

5.753 B. Ganapathisubramani, E.K. Longmire, I. Maru-
sic, S. Pothos: Dual-plane PIV technique to resolve
complete velocity gradient tensor in a turbulent
boundary layer, Proc. 12th Int. Symp. Appl. Laser
Tech. Fluid Mech. Lisbon (2004)

5.754 J.A. Mullin, W.J.A. Dahm: Highly-resolved three-
dimensional velocity measurements via dual-plane

stereo particle image velocimetry (DSPIV) in turbu-
lent flows, AIAA Paper, Vol. 2002-0290 (2002)

5.755 J.A. Mullin, W.J.A. Dahm: Direct experimen-
tal measurements of velocity gradient fields in
turbulent flows via high-resolution frequency-
based dual-plane stereo PIV (DSPIV), Proc. 12th
Int. Symp. Appl. Laser Tech. Fluid Mech. Lisbon
(2004)

5.756 K.A. Buch, W.J.A. Dahm: Experimental study of the
fine-scale structure of conserved scalar mixing in
turbulent flows, Part 1. Sc >> 1, J. Fluid Mech. 317,
21–71 (1996)

5.757 K.A. Buch, W.J.A. Dahm: Experimental study of the
fine-scale structure of conserved scalar mixing in
turbulent flows, Part 2. Sc ≈ 1, J. Fluid Mech. 364,
1–29 (1998)

5.758 J.A. Mullin, W.J.A. Dahm: Dual-plane stereo par-
ticle image velocimetry measurements of velocity
gradient tensor fields in turbulent shear flow. Part
1: Accuracy assessments, Phys. Fluids 18(3), 035101
(2006)

5.759 D.C. Bjorkquist: Stereoscopic PIV calibration verifi-
cation, Proc. 11th Int. Symp. Appl. Laser Tech. Fluid
Mech. Lisbon (2002)

5.760 B. Wiener: Stereo-PIV using self-calibration on par-
ticle images, Proc. 5th Int. Symp. Particle Image
Velocimetry Busman (2003)

5.761 J.A. Mullin, W.J.A. Dahm: Dual-plane stereo par-
ticle image velocimetry measurements of velocity
gradient tensor fields in turbulent shear flow. Part
2: Experimental results, Phys. Fluids 18(3), 035102
(2006)

5.762 G.I. Taylor: Production and disipation of vorticity in
a turbulent fluid, Proc. R. Soc. London 164, 15–23
(1938)

5.763 W.W. Wassman, J.M. Wallace: Measurement of vor-
ticity in turbulent shear flow, Bull. Am. Phys. Soc.
24, 1142 (1979)

5.764 M. Kholmyansky, A. Tsinober, S. Yorish: Velocity
derivatives in the atmospheric turbulent flow at Reλ
=104, Phys. Fluids 13, 311–314 (2001)

5.765 B. Galanti, G. Gulitsky, M. Kholmyansky, A. Tsinober,
S. Yorish: Adv. in Turbulence X. In: Proc. 10th Euro-
pean Turb. Conf, ed. by H.I. Andersson, P.Å. Krogstad
(CIMNE, Barcelona 2004)

5.766 P.-N. Nguyen: Simultaneous measurements of the
velocity and vorticity vector fields in the turbulent
near wake of a circular cylinder. Ph.D. Thesis (Univ.
of Maryland, College Park 1993)

5.767 B. Marasli, P. Nguyen, J.M. Wallace: A calibration
technique for multiple-sensor hot- wire probes and
its application to vorticity measurements in the
wake of a circular cylinder, Exp. Fluids 15, 209–218
(1993)

5.768 P. Vukoslavcevic, J.M. Wallace: A 12-sensor hot-wire
probe to measure the velocity and vorticity vectors
in turbulent flow, Meas. Sci. Technol. 7, 1451–1461
(1996)

Part
B

5



Velocity, Vorticity, and Mach Number References 469

5.769 Y. Zhu, R.A. Antonia: Spatial resolution of a 4-X-
wire vorticity probe, Meas. Sci. Technol. 7, 1492–1497
(1996)

5.770 R.A. Antonia, T. Zhou, Y. Zhu: Three-component vor-
ticity measurements in a turbulent grid flow, J. Fluid
Mech. 374, 29–57 (1998)

5.771 R.A. Antonia, P. Orlandi, T. Zhou: Assessment of a
three-component vorticity probe in decaying tur-
bulence, Exp. Fluids 33, 384–390 (2002)

5.772 P.S. Bernard, J.M. Wallace: Turbulent Flow: Analysis,
Measurement and Prediction (Wiley, Hoboken 2002)

5.773 Y.N. Pao: Structure of turbulent velocity and scalar
fields of large wave numbers, Phys. Fluids 8, 1063–
1075 (1965)

5.774 H.J. Hussein, W.K. George: Influence of wire spacing
on derivative measurements with parallel hot-wire
probes, Forum on Turbulent Flow, Vol. 94 (1990) 121–
124

5.775 R.A. Antonia, Y. Zhu, J. Kim: On the measurement of
lateral velocity derivatives in turbulent flows, Exp.
Fluids 15, 65–69 (1993)

5.776 J.C. Wyngaard: Measurement of small-scale tur-
bulence structure with hot-wires, J. Phys. E Sci.
Instrum. 1, 1105–1108 (1968)

5.777 A.N. Kolmogorov: Dissipation of energy in locally
isotropic turbulence, CR Acad. Sci. URSS 32, 19–21
(1941)

5.778 L.W.B. Browne, R.A. Antonia, D.A. Shah: Selection of
wires and wire spacing for X- wires, Exp. Fluids 6,
286–288 (1988)

5.779 R.D. Moser, J. Kim, N.N. Mansour: Direct numerical
simulation of turbulent channel flow up to Re=590,
Phys. Fluids 11, 943–945 (1989)

5.780 R.-B. Loucks: An Experimental Investigation of the
Velocity and Vorticity Fields in a Plane Mixing Layer.
Ph.D. Thesis (Univ. of Maryland, College Park 1998)

5.781 F.E. Jorgensen: Directional sensitivity of wire and
fiber film probes, DISA Inf. 11, 31–37 (1971)

5.782 P. Bradshaw: An Introduction to Turbulence and Its
Measurements (Pergamon, New York 1971)

5.783 N. Vrettos: Experimentelle Untersuchung der Aus-
breitung von Kulturmschwaden im Windkanal.
Studienarbeit (Univ. of Karlsruhe, Karlsruhe 1984) (in
German)

5.784 G. Heskestad: A generalized Taylor hypothesis with
application for high Reynolds number turbulent
shear flows, Trans. ASME 87, 735–739 (1965)

5.785 G.K. Batchelor: Pressure fluctuations in isotropic
turbulence, Proc. Cambridge Phil. Soc., Vol. 47 (1951)
359

5.786 U. Piomelli, J.L. Balint, J.M. Wallace: On the validity
of Taylor Hypothesis for wall bounded flows, Phys.
Fluids 3, 609–611 (1988)

5.787 J.-L. Balint: Contribution de l’Etude de la Struc-
ture Tourbillionaire d’une Couche Limite Turbulente
au Moyen d’une Sonde a Neuf Fils Chaude Measur-
ant le Rotationnel. Docteur d’Etat en Sciences (Ecole
Centrale de Lyon, Lyon 1986), in French

5.788 F. Hussain, K. Jeong, J. Kim: Structure of turbu-
lent shear flows, Proc. Summer Prog. Ctr. Turb. Res.
Stanford Univ./NASA Ames (1987) 273–290

5.789 L. Ong: Visualization of turbulent flows with simul-
taneous velocity and vorticity measurements. Ph.D.
Thesis (Univ. of Maryland, College Park 1992)

5.790 J. Kim, F. Hussain: Propagation velocity of pertur-
bations in turbulent channel flow, Phys. Fluids 3,
695–706 (1993)

5.791 P. Vukoslavcevic, D. Petrovic, J.M. Wallace: An an-
alytical approach to the uniqueness problem of
hot-wire probes to measure simultaneously three
velocity components, Meas. Sci. Technol. 15, 1848–
1854 (2004)

5.792 N.K. Tutu, R. Chevray: Cross wire anemometer in
high intensity turbulence, J. Fluid Mech. 71, 785–800
(1975)

5.793 W.W. Willmarth: Geometrical interpretation of the
possible velocity vectors obtained with multiple
sensor probes, Phys. Fluids 28, 462–465 (1985)

5.794 G. Pailhas, J. Coustex: Methode d’explotation des
donnes d’une sonde anemometrique a quatre fils
chauds, Rech. Aerospatiale 2, 161–168 (1986)

5.795 E. Kit, A. Tsinober, J.L. Balint, J.M. Wallace, E. Levich:
An experimental study of helicity related properties
of turbulent flow past a grid, Phys. Fluids 30, 3323–
3325 (1988)

5.796 J.M. Wallace, J.L. Balint, L. Ong: An experimental
study of helicity density in turbulent flow, Phys.
Fluids 4, 2013–2026 (1992)

5.797 S. Menon: A study of velocity and vorticity statistics
in an axisymmetric jet. M.S. Thesis (Univ. of Houston,
Houston 1993)

5.798 J.J. Gorski, J.M. Wallace, P.S. Bernard: The enstrophy
equation budget of bounded turbulent shear flows,
Phys. Fluids 6, 3197–3199 (1994)

5.799 L. Ong, J.M. Wallace: Local isotrophy of the vorticity
field in a boundary layer at high Reynolds number.
In: Advances in Turbulence, Vol. V, ed. by R. Benzi
(Springer, Berlin, Heidelberg 1995) pp. 392–397

5.800 G.-C. Lemonis: An experimental study of the vector
fields of velocity and vorticity in turbulent flows.
Ph.D. Thesis (Swiss Federal Institute of Technology,
Zurich 1995)

5.801 A. Folz: An experimental study of the near-surface
turbulence in the atmospheric boundary layer. Ph
D. Thesis (Univ. of Maryland, College Park 1997)

5.802 A. Tsinober, L. Shtilman, H. Vaisburd: A study of
vortex stretching and enstrophy generation in nu-
merical and laboratory turbulence, Fluid Dyn. Res.
21, 477–494 (1997)

5.803 L. Ong, J.M. Wallace: Joint probability density anal-
ysis of the structure and dynamics of the vorticity
field of a turbulent boundary layer, J. Fluid Mech.
367, 291–328 (1998)

5.804 B. Galanti, A. Tsinober: Self-amplification of the
field of velocity derivatives in quasi-isotropic tur-
bulence, Phys. Fluids 12, 3097–3099 (2001)

Part
B

5



470 Part B Measurement of Primary Quantities

5.805 N. Li: Passive scalar dispersion in a turbulent mixing
layer. Ph.D. Thesis (Univ. of Maryland, College Park
2004)

5.806 J.-N. Kim: Wirbelstärkemessungen in einer turbu-
lenten Scherschicht. Dr.-Ing. Thesis (Tech. Univ.
Berlin, Berlin 1989)

5.807 W.T. Ashurst, A.R. Kerstein, R.A. Kerr, C.H. Gibson:
Alignment of vorticity and scalar gradient with strain
rate in simulated Navier-Stokes turbulence, Phys.
Fluids 30, 2343–2353 (1987)

5.808 J.F. Foss, R.C. Haw: Transverse vorticity measure-
ments using a compact array of four sensors, ASME
FED 97, 71–76 (1990)

5.809 J.F. Foss: Vorticity considerations and planar shear
layers, Exp. Therm. Fluid Sci. 8, 260–270 (1994)

5.810 S.C. Morris, J.F. Foss: Vorticity spectra in high
Reynolds number anisotropic turbulence, Phys. Flu-
ids 17, 088102 (2005)

5.811 S.-C. Morris: The velocity and vorticity fields of a sin-
gle stream shear layer. Ph.D. Thesis (Michigan State
University, East Lansing 2002)

5.812 S.C. Morris, J.F. Foss: Boundary layer to shear layer -
the transition region, J. Fluid Mech. 494, 187 (2003)

5.813 K. Sreenivasan, A. Juneja, A. Suri: Scaling proper-
ties of circulation in moderate Reynolds number
turbulent wakes, Phys. Rev. Lett. 75, 433 (1995)

5.814 G. Batchelor: Homogeneous Turbulence (Cambridge
Univ. Press, Cambridge 1954)

5.815 J.F. Foss, J.K. Schwannecke, A.R. Lawrenz, M.W. Mets,
S.C. Treat, M.D. Dusel: The thermal transient
anemometer, Meas. Sci. Technol. 15, 2248–2255
(2004)

5.816 J.F. Foss, J.A. Peabody, M.J. Norconk, A.R. Lawrenz:
Ambient temperature an free stream turbulence ef-
fects on the thermal transient anemometer, Meas.
Sci. Technol. 17, 2519–2526 (2006)

5.817 J.F. Foss: Thermal transient anemometer having
sensing cell assembly, US Patent 7051599 (2006)

5.818 J.C. Kaimal, J.J. Finnigan: Atmospheric Boundary
Layer Flows: Their Structure and Measurement (Ox-
ford Univ. Press, New York 1994)

5.819 J.D. Anderson: Modern Compressible Flow: With His-
torical Perspective, 2nd edn. (McGraw-Hill, New York
1990)

5.820 J. Wyngaard: Cup, propeller, vane, and sonic
anemometers in turbulence research, Ann. Rev.
Fluid Mech. 13, 399 (1981)

5.821 VDI-Guideline (Ed.): Turbulence measurement with
sonic anemometers, VDI 3786, Part 12 (VDI, Düsseldorf
1994)

5.822 M. Aubinet, A. Grelle, A. Ibrom, U. Rannik,
J. Moncrieff, T. Foken, A.S. Kowalski, P.H. Martin,
P. Berbigier, C. Bernhofer, R. Clement, J. Elbers,
A. Granier, T. Grunwald, K. Morgenstern, K. Pi-
legaard, C. Rebmann, W. Snijders, R. Valentini,
T. Vesala, A.H. Fitter, D.G. Raffaelli: Estimates of the
annual net carbon and water exchange of forests:

the EUROFLUX methodology, Adv. Ecol. Res. 30, 113
(2000)

5.823 B. Duan, C.W. Fairall, D.W. Thomson: Eddy cor-
relation measurements of the dry deposition of
particles in wintertime, J. Appl. Meteorol. 27, 642
(1988)

5.824 B.B. Hicks, D.R. Matt, R.T. McMillen: A micromete-
orological investigation of surface exchange of O3,
SO2 and NO2: A case study, Bound.-Lay. Meteorol.
47, 127 (1988)

5.825 A. Cuerva, S. López-Díez, D. Bercebal: Higher level
descriptions of sites and wind turbines by means of
principal component analysis, Proc. European Wind
Energy Conference (James James Sciences, London
1999) 663

5.826 A. Fragoulis: The complex terrain wind environment
and its effects on the power output and loading
of wind turbines, Aerospace Sciences Meeting and
Exhibit, AIAA (1997) 33–40

5.827 M.W. Rotach, S.-E. Gryning, E. Batchvarova, A. Chris-
ten, R. Vogt: Pollutant dispersion close to an urban
surface: The BUBBLE tracer experiment, Meteorol.
Atmos. Phys. 87, 39 (2004)

5.828 N. Kato, T. Ohkuma, J.R. Kim, H. Marukawa, Y.J. Ni-
ihori: Full scale measurements of wind velocity in
two urban areas using an ultrasonic anemometer,
Wind Eng. Aerodyn. 88, 67–78 (1992)

5.829 J. Finnigan: Turbulence in plant canopies, Ann. Rev.
Fluid Mech. 32, 519–571 (2000)

5.830 R.M. Petrone, J.S. Price, J.M. Waddington, H. Von
Waldow: Effects of a changing surface cover on the
moisture and energy exchange of a restored peat-
land, J. Hydrol. 295, 198–210 (2004)

5.831 X. Lee, W. Massman, B. Law (Eds.): Handbook of
Micrometeorology: A Guide for Surface Flux Meas-
urement and Analysis (Kluwer Academic, Dordrecht
2004)

5.832 D. Banfield, R. Dissly, A.D. Toigo, P.J. Gierasch,
W.R. Dagle, D. Schindel, D.A. Hutchins, B.T. Khuri-
Yakub: Mars acoustic anometer - eddy fluxes, Proc.
6th Int. Conf. Mars (2003) 3144

5.833 A. Cuerva, A. Sanz-Andres: Sonic anemometry of
planetary atmospheres, J. Geophys. Res. Planets
108, 5029 (2003), (DOI:10.1029/2002JE001944)

5.834 J.G. Webster: Instrumentation and Sensors Hand-
book (CRC, Boca Raton 1999)

5.835 V.-E. Suomi: Energy budget studies and develop-
ment of the sonic anemometer for spectrum, AFCRC
Tech. Rep. 56-274 (University of Wisconsin, 1957)

5.836 F. Dobson, L. Hasse, R. Davis: Air-Sea Interaction –
Instruments and Methods (Plenum, New York 1982)

5.837 H.L. Fox, Bolt, Beranek, Newman (Eds.): AFCRL 68-
0180 (1968)

5.838 S.E. Larson, F.W. Weller, J.A. Businger: Continuous
wave sonic anemometer for investigation of atmo-
spheric turbulence, J. Appl. Meteorol. 18, 562–568
(1979)

Part
B

5



Velocity, Vorticity, and Mach Number References 471

5.839 A. Cuerva, A. Sanz-Andres: On the sonic anemometer
measurement theory, J. Wind Eng. Aerodyn. 88, 25–
55 (2000)

5.840 J.C. Kaimal, J.E. Gaynor: Another look at sonic ther-
mometry, Bound.-Lay. Meteorol. 56, 401–410 (1991)

5.841 H. Liu, G. Peters, T. Foken: New equations for sonic
temperature variance and buoyancy heat flux with
an omnidirectional sonic anemometer, Bound.-Lay.
Meteorol. 100, 459 (2001)

5.842 A. Cuerva, A. Sanz-Andres, J. Navarro: On multiple-
path sonic anemometer measurement theory, Exp.
Fluids 34, 345–357 (2003)

5.843 J.C. Kaimal, J.C. Wyngaard, D.A. Haugen: Deriv-
ing power spectra from a three-component sonic
anemometer, J. Appl. Meteorol. 7, 827–837 (1968)

5.844 H. Lenschow: Probing the Atmospheric Boundary
Layer (Am. Meteorol. Soc., Boston 1986)

5.845 C. Wamser: The frequency response of sonic
anemometers, Bound.-Lay. Meteorol. 84, 231 (1997)

5.846 K. Henjes, P.K. Taylor, M.J. Yelland: Effect of pulse
averaging on sonic anemometer spectra, J. Atmos.
Ocean. Technol. 16, 181–184 (1999)

5.847 A. Cuerva, A. Sanz-Andres: Steps to reach a safe sce-
nario with sonic anemometers as standard sensor
for wind measurements in wind energy, Proc. Eu-
ropean Wind Energy Conference Nice (James James,
London 1999) 649

5.848 A. Cuerva, A. Sanz-Andrés, S. Franchini: The role
of ultrasonic anemometry in wind engineering. In:
Fourth European African Conf. Wind Engineering,
ed. by J. Náprstek, C. Ficher (ITAM AS CR, Prague
2005), , paper 152

5.849 A. Wieser, F. Fielder, U. Corsmeier: The influence of
the sensor design on wind measurements with sonic
anemometer systems, J. Atmosph. Ocean. Technol.
18, 1585–1608 (2001)

5.850 J.M. Wilczak, S.P. Oncley, S.A. Stage: Sonic
anemometer tilt correction algorithms, Bound.-Lay.
Meteorol. 99, 127–150 (2001)

5.851 R. Sozzi, M. Favaron: Sonic anemometry and ther-
mometry: theoretical basis and dataprocessing
software, Environ. Softw. 11, 259–270 (1996)

5.852 J.J. Finnigan: A re-evaluation of long-term flux
measurement techniques, Part II: Coordinate sys-
tems, Bound.-Lay. Meteorol. 113, 1–41 (2004)

5.853 R.T. McMillan: An eddy correlation technique
with extended applicability to non-simple terrain,
Bound.-Lay. Meteorol. 43, 231 (1988)

5.854 J.C. Wyngaard, S.-F. Zhang: Transducer-shadow ef-
fects on turbulence spectra measured by sonic
anemometer, J. Atmosph. Ocean. Technol. 2, 548
(1985)

5.855 J.A. Murray, J.C. Klewicki, C.A. Biltoft: An ex-
perimental investigation of sonic anemometer
wake blockage effects, ASME, Vol. FED 161 (1993)
43

5.856 A. Grelle, A. Lindroth: Flow distortion by a so-
lent sonic anemometer: Wind tunnel calibration
and its assessment for flux measurement over for-
est field, J. Atmosph. Ocean. Technol. 11, 1529
(1994)

5.857 C. Kraan, W.A. Oost: A new way of anemometer cal-
ibration and its application to a sonic anemometer,
J. Atmosph. Ocean. Technol. 6, 516 (1989)

5.858 D. Heinemann, D. Langner, U. Stabe, H. Waldl (Ed.),
R. Watson: Measurement and correction of ultra-
sonic anemometer errors and impact on turbulence
measurements, European Wind Energy Conference
Dublin (1998) 409

5.859 N.G. Mortensen, J. Højstrup: The solent sonic - re-
sponse and associated errors, Symp. Meteorology
Observation and Instrumentation (Am. Meteorol.
Soc., Boston 1992) 501

5.860 M.K. van der Molen, J.H.C. Gash, J.A. Elbers: Sonic
Anemometer cosine response and flux measure-
ment: II The effect of introducing an angle of attack
dependent calibration, Agric. For. Meteorol. 122, 95
(2004)

5.861 A. Cuerva, A. Sanz-Andres, O. Lopez: Singularities
and un-definitions in the calibration functions of
sonic anemometers, J. Atmosph. Ocean. Technol. 21,
1868 (2004)

5.862 J. Wyngaard: Transducer-shadow effects on turbu-
lence spectra measured by sonic anemometers, J.
Atmosph. Ocean. Technol. 2, 548 (1985)

5.863 P. Schotanus, F.T.M. Nieuwstadt, H.A.R. De Bruin:
Temperature measurement with a sonic anemome-
ter and its application to heat and moisture fluxes,
Bound.-Lay. Meteorol. 26, 81 (1983)

5.864 ISO: Meteorology-Sonic anemometer/thermometers
- Acceptance test methods for mean wind measure-
ments, Vol. 16622, 1st edn. (ISO, 2001)

5.865 S. Cervenka (Ed.): Selection of an Anemometer For
Measurement of Wind Turbulence, ECN-I-92-029
DE92 557290 (Energieonderzoek Centrum Nederland,
1992)

Part
B

5



<<
  /ASCII85EncodePages false
  /AllowTransparency false
  /AutoPositionEPSFiles true
  /AutoRotatePages /None
  /Binding /Left
  /CalGrayProfile (Gray Gamma 2.2)
  /CalRGBProfile (Adobe RGB \0501998\051)
  /CalCMYKProfile (U.S. Web Coated \050SWOP\051 v2)
  /sRGBProfile (sRGB IEC61966-2.1)
  /CannotEmbedFontPolicy /Error
  /CompatibilityLevel 1.3
  /CompressObjects /Off
  /CompressPages true
  /ConvertImagesToIndexed true
  /PassThroughJPEGImages true
  /CreateJDFFile false
  /CreateJobTicket false
  /DefaultRenderingIntent /Perceptual
  /DetectBlends false
  /ColorConversionStrategy /LeaveColorUnchanged
  /DoThumbnails false
  /EmbedAllFonts true
  /EmbedJobOptions true
  /DSCReportingLevel 0
  /SyntheticBoldness 1.00
  /EmitDSCWarnings false
  /EndPage -1
  /ImageMemory 524288
  /LockDistillerParams true
  /MaxSubsetPct 100
  /Optimize true
  /OPM 1
  /ParseDSCComments true
  /ParseDSCCommentsForDocInfo true
  /PreserveCopyPage true
  /PreserveEPSInfo true
  /PreserveHalftoneInfo false
  /PreserveOPIComments false
  /PreserveOverprintSettings true
  /StartPage 1
  /SubsetFonts false
  /TransferFunctionInfo /Apply
  /UCRandBGInfo /Remove
  /UsePrologue false
  /ColorSettingsFile (Color Management Off)
  /AlwaysEmbed [ true
  ]
  /NeverEmbed [ true
  ]
  /AntiAliasColorImages false
  /DownsampleColorImages true
  /ColorImageDownsampleType /Bicubic
  /ColorImageResolution 600
  /ColorImageDepth 8
  /ColorImageDownsampleThreshold 1.01667
  /EncodeColorImages true
  /ColorImageFilter /FlateEncode
  /AutoFilterColorImages false
  /ColorImageAutoFilterStrategy /JPEG
  /ColorACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /ColorImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000ColorACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000ColorImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasGrayImages false
  /DownsampleGrayImages true
  /GrayImageDownsampleType /Bicubic
  /GrayImageResolution 600
  /GrayImageDepth 8
  /GrayImageDownsampleThreshold 2.03333
  /EncodeGrayImages true
  /GrayImageFilter /FlateEncode
  /AutoFilterGrayImages false
  /GrayImageAutoFilterStrategy /JPEG
  /GrayACSImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /GrayImageDict <<
    /QFactor 0.15
    /HSamples [1 1 1 1] /VSamples [1 1 1 1]
  >>
  /JPEG2000GrayACSImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /JPEG2000GrayImageDict <<
    /TileWidth 256
    /TileHeight 256
    /Quality 30
  >>
  /AntiAliasMonoImages false
  /DownsampleMonoImages true
  /MonoImageDownsampleType /Bicubic
  /MonoImageResolution 2400
  /MonoImageDepth -1
  /MonoImageDownsampleThreshold 1.50000
  /EncodeMonoImages true
  /MonoImageFilter /CCITTFaxEncode
  /MonoImageDict <<
    /K -1
  >>
  /AllowPSXObjects false
  /PDFX1aCheck false
  /PDFX3Check false
  /PDFXCompliantPDFOnly false
  /PDFXNoTrimBoxError true
  /PDFXTrimBoxToMediaBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXSetBleedBoxToMediaBox true
  /PDFXBleedBoxToTrimBoxOffset [
    0.00000
    0.00000
    0.00000
    0.00000
  ]
  /PDFXOutputIntentProfile (None)
  /PDFXOutputCondition ()
  /PDFXRegistryName (http://www.color.org)
  /PDFXTrapped /False

  /Description <<
    /ENU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048>
    /DEU <FEFF004a006f0062006f007000740069006f006e007300200066006f00720020004100630072006f006200610074002000440069007300740069006c006c0065007200200036002e000d00500072006f006400750063006500730020005000440046002000660069006c0065007300200077006800690063006800200061007200650020007500730065006400200066006f0072002000680069006700680020007100750061006c0069007400790020007000720069006e00740069006e0067002e000d0028006300290020003200300030003400200053007000720069006e006700650072002d005600650072006c0061006700200047006d0062004800200061006e006400200049006d007000720065007300730065006400200047006d00620048000d000d0054006800650020006c00610074006500730074002000760065007200730069006f006e002000630061006e00200062006500200064006f0077006e006c006f006100640065006400200061007400200068007400740070003a002f002f00700072006f00640075006300740069006f006e002e0073007000720069006e006700650072002e00640065002f007000640066002f000d0054006800650072006500200079006f0075002000630061006e00200061006c0073006f002000660069006e0064002000610020007300750069007400610062006c006500200045006e0066006f0063007500730020005000440046002000500072006f00660069006c006500200066006f0072002000500069007400530074006f0070002000500072006f00660065007300730069006f006e0061006c0020003600200061006e0064002000500069007400530074006f007000200053006500720076006500720020003300200066006f007200200070007200650066006c00690067006800740069006e006700200079006f007500720020005000440046002000660069006c006500730020006200650066006f007200650020006a006f00620020007300750062006d0069007300730069006f006e002e>
  >>
>> setdistillerparams
<<
  /HWResolution [2400 2400]
  /PageSize [2834.646 2834.646]
>> setpagedevice


	Schaltfläche: 


